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#### Abstract

We present a detailed analysis of the dynamical regimes observed in a balanced network of identical quadratic integrate-and-fire neurons with sparse connectivity for homogeneous and heterogeneous in-degree distributions. Depending on the parameter values, either an asynchronous regime or periodic oscillations spontaneously emerge. Numerical simulations are compared with a mean-field model based on a self-consistent Fokker-Planck equation (FPE). The FPE reproduces quite well the asynchronous dynamics in the homogeneous case by either assuming a Poissonian or renewal distribution for the incoming spike trains. An exact self-consistent solution for the mean firing rate obtained in the limit of infinite in-degree allows identifying balanced regimes that can be either mean- or fluctuation-driven. A low-dimensional reduction of the FPE in terms of circular cumulants is also considered. Two cumulants suffice to reproduce the transition scenario observed in the network. The emergence of periodic collective oscillations is well captured both in the homogeneous and heterogeneous setups by the meanfield models upon tuning either the connectivity or the input DC current. In the heterogeneous situation, we analyze also the role of structural heterogeneity.
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The balance of excitation and inhibition represents a crucial aspect of brain dynamics explaining the highly irregular fluctuations observed in several parts of the brain. The identification of macroscopic phases emerging spontaneously in balanced neural networks is particularly relevant in neuroscience since classifying them and establishing their robustness (generality) can help to understand and control brain functions. Focusing on pulsecoupled quadratic integrate-and-fire neurons, we illustrate and describe in a quantitative way the asynchronous dynamics and the emergence of collective oscillations. Our main assumption is that the spontaneous current fluctuations emerging in the network due to the sparseness of the connections can be assimilated to
(white) noise whose amplitude is determined self-consistently. In this way, the dimensionality of the collective dynamics is "reduced" to that of a nonlinear Fokker-Planck equation, and quite an effective reduction to a few degrees of freedom is also implemented.

## I. INTRODUCTION

The emergence of collective oscillations (COs) in complex systems has been extensively studied in the last 50 years from an experimental as well as a theoretical point of view. ${ }^{1}$ Statistical
mechanics and nonlinear dynamics approaches have been employed to describe networks of heterogeneous oscillators. ${ }^{2-7}$ Furthermore, exact analytic reduction methodologies have been developed, which allow for passing from infinite-dimensional dynamics to a few macroscopic variables in some homogeneous ${ }^{8}$ and heterogeneous ${ }^{9}$ globally coupled networks of phase oscillators.

In the last few years, these reduction techniques have been extended to globally coupled spiking neural networks either as heterogeneous ${ }^{10,11}$ or homogeneous, ${ }^{12}$ thus opening new perspectives for the study of large ensembles of spiking neurons and for the understanding of the mechanisms underlying brain rhythms. ${ }^{13}$ The reduction methodologies have been usually limited to globally coupled systems in the absence of either noise or spatial disorder; only recently, they have been extended to noisy systems ${ }^{14,15}$ and sparse neural networks. ${ }^{16,17}$

Cortical neurons are subject to a continuous barrage from thousands of pre-synaptic neurons, a stimulation that is intuitively expected to induce almost constant depolarization of the neurons and, therefore, a regular firing activity. However, cortical neurons fire irregularly at a low rate. ${ }^{18}$ This apparent contradiction can be solved in the so-called balanced network, where the current is affected by strong statistical fluctuations as a result of approximately equal strength of excitatory and inhibitory synaptic drives. ${ }^{19}$ Balance can be achieved both in excitatory-inhibitory networks and in a single inhibitory population subject to an external DC current. ${ }^{19,20}$ Balanced asynchronous irregular dynamics has been experimentally reported both in vivo and in vitro. ${ }^{21-23}$ A balance of excitation and inhibition appears to be crucial also for the emergence of cortical oscillations and in brain rhythms. ${ }^{24-26}$

Asynchronous states characterized by an irregular stationary activity have been reported in balanced neural networks composed of either excitatory-inihibitory populations ${ }^{19,27-30}$ or a purely inhibitory population subject to a constant excitatory drive. ${ }^{20,31}$ Instances of collective dynamics characterized by more or less coherent activity have also been evidenced in balanced excita-tory-inhibitory networks ${ }^{19,30,32-34}$ as well as in purely inhibitory ones. ${ }^{16,35,36}$ In particular, in Ref. 16, the authors developed a meanfield (MF) formulation for a sparse balanced inhibitory network of quadratic integrate-and-fire (QIF) neurons ${ }^{37}$ based on the lowdimensional reduction methodology introduced in Ref. 11. The idea was to map the disorder due to the randomly distributed connections onto a quenched random distribution of the synaptic couplings, neglecting the current fluctuations present in sparse networks. ${ }^{35}$ However, this MF approach failed to reproduce the emergence of COs observed in the direct numerical simulations of the network, implicitly pointing to the essential role of endogenous fluctuations in sustaining the collective behavior. Motivated by this failure, in this article, we revisit various MF approaches to capture the transition from asynchronous dynamics to COs in sparse balanced inhibitory QIF networks with homogeneous and heterogeneous degrees distributions.

In particular, we approximate the dynamics of the sparse QIF network in terms of a (nonlinear) Fokker-Planck equation (FPE), based on the assumption of a self-consistent irregular neural activity. The FPE is then handled in two different ways. The first approach is based on a phase representation of the neuron variable ( $\theta$ neuron model ${ }^{37}$ ), followed by an expansion in Fourier modes. In
heterogeneous networks, the distribution of in-degrees must also be included. However, under the assumption of a Lorentzian distribution, this variability can be included into the Fokker-Planck formulation without further increasing the computational complexity. The second approach is based on the expansion of the probability density into circular cumulants. ${ }^{14,38}$ This method is quite effective since a few cumulants (actually two) provide a fairly accurate representation of the network dynamics, including the onset of COs.

This article is organized as follows. In Sec. II, we define the network model and introduce the relevant microscopic and macroscopic indicators employed to characterize the dynamical evolution. Section III is devoted to the introduction of the various meanfield approaches: namely, the Fokker-Planck formulation for the membrane potentials and the corresponding phase variables, the low-dimensional reduction methods based on the Ott-Antonsen ansatz and the circular cumulant approximation, and finally the direct integration of the corresponding Langevin formulation. The results for the random networks with homogeneous and heterogeneous in-degree distributions are reported in Secs. IV and V, respectively. More precisely, Sec. IV contains a detailed description of asynchronous and oscillatory regimes observed in homogeneous networks. In particular, we derive analytically a self-consistent solution for the average firing rate in the asynchronous case that allows one to discuss the nature of the balanced regimes found for both finite in-degree and in the limit of infinitely large in-degrees. Furthermore, for the asynchronous regime, we also provide a detailed description obtained within a Fokker-Planck approach and with a circular cumulant approximation, starting from the scaling analysis of the firing rate for a vanishingly small external current. The linear-stability analysis of the asynchronous regimes is performed in Subsection IV B, obtaining fairly good estimates for the onset of COs, as testified by the comparison with direct numerical simulations reported in Subsection IV C. In this latter subsection, we analyze also the scaling of the fundamental observables characterizing COs for large in-degrees. Section $V$ is focused on the emergence of collective dynamical behavior in heterogeneous sparse networks. The role of various control parameters is explored: input current, average in-degree, and the level of structural heterogeneity. Finally, a summary of the main achievements is reported in Sec. VI together with a brief discussion of the open problems. The Appendix contains the mathematical aspects preventing a self-consistent estimation of the average firing rate in heterogeneous networks.

## II. METHODS

## A. The network model

We consider $N$ inhibitory pulse-coupled QIF neurons ${ }^{37}$ arranged in a random sparse balanced network. The membrane potential of each neuron evolves according to the equation

$$
\begin{equation*}
\dot{V}_{i}(t)=I+V_{i}^{2}(t)-J \sum_{j=1}^{N} \sum_{n} \epsilon_{j i} \delta\left(t-t_{j}^{(n)}\right) \tag{1}
\end{equation*}
$$

where $I$ is an external DC current, encompassing the effect of distal excitatory inputs and of the internal neural excitability. ${ }^{39}$ The last term is the inhibitory synaptic current, $J$ being the synaptic coupling.

The synaptic current is the linear superposition of all the instantaneous inhibitory postsynaptic potentials (IPSPs) $s(t)=\delta(t)$ received by the neuron $i$ from its pre-synaptic neurons, while $t_{j}^{(n)}$ is the $n$th spike time of the neuron $j$, and $\epsilon_{j i}$ is the adjacency matrix of the network. In particular, $\epsilon_{j i}=1$ (0) if a connection from node $j$ to $i$ exists (or not) and $k_{i}=\sum_{j} \epsilon_{j i}$ is the number of pre-synaptic neurons connected to neuron $i$, i.e., its in-degree.

Whenever the membrane potential $V_{i}$ reaches infinity, a spike is emitted and $V_{i}$ is reset to $-\infty$. In the absence of synaptic coupling, the QIF model displays excitable dynamics for $I<0$, while for positive DC currents, it behaves as an oscillator with period $T_{0}=\pi / \sqrt{I}$.

In order to compare numerical simulations with a recent MF theory, ${ }^{11,16,40}$ we consider sparse networks where the in-degrees $k_{i}$ are extracted from a Lorentzian distribution,

$$
\begin{equation*}
L(k)=\frac{\Delta_{k}}{\pi\left[(k-K)^{2}+\Delta_{k}^{2}\right]} \tag{2}
\end{equation*}
$$

peaked at $K$ and with a half-width at half-maximum (HWHM) $\Delta_{k}$. The parameter $\Delta_{k}$ measures the degree of structural heterogeneity in the network, and analogously to Erdös-Renyi networks, we assume the HWHM to scale as $\Delta_{k}=\Delta_{0} \sqrt{K}$. In the numerical simulations, we have truncated the distribution to avoid negative in-degrees or in-degrees larger than the network size $N$. We have verified that the probability to go out of the boundaries, during the generation of the distribution of the in-degrees, is always small (below 3\%): the associated deviations affect only marginally the observed agreement between MF theory and numerical simulations.

Finally, the DC current and the synaptic coupling are assumed to scale as

$$
\begin{equation*}
I=i_{0} \sqrt{K}, \quad J=g_{0} / \sqrt{K} \tag{3}
\end{equation*}
$$

as it is usually done in order to ensure a self-sustained balanced state for sufficiently large in-degrees. ${ }^{16,19,20,27,28,31}$

The network dynamics is integrated by employing a standard Euler scheme with an integration time step $\Delta t=1 \times 10^{-4}$.

## B. Indicators

To characterize the collective dynamics, we measure the mean membrane potential $v(t)=\sum_{i=1}^{N} V_{i}(t) / N=\langle V\rangle$ and the instantaneous population firing rate $v(t)$ corresponding to the number of spikes emitted per unit of time and per neuron.

In order to measure the level of coherence in the network dynamics, a commonly used order parameter is ${ }^{41}$

$$
\begin{equation*}
\rho^{2} \equiv \frac{\overline{\langle V\rangle^{2}}-\overline{\langle V\rangle}^{2}}{\left\langle\overline{V^{2}}-\bar{V}^{2}\right\rangle} \tag{4}
\end{equation*}
$$

where the overbar denotes a time average, while the angular brackets denote an ensemble average. In practice, $\rho$ is the rescaled amplitude of the standard deviation of the mean membrane potential $v=\langle V\rangle$. When all neurons behave in exactly the same way (perfect synchronization), the numerator and the denominator are equal to one another and $\rho=1$. If instead, they are independent as in an asynchronous regime, $\rho \propto 1 / \sqrt{N}$ due to the central limit theorem. In order to estimate the amplitude of collective oscillations, we
will employ also the standard deviation $\Sigma_{v}$ of the population firing rate $\nu(t)$.

To estimate the level of synchronization among the neurons, we can map the membrane potentials onto phase variables, via the standard transformation from QIF to the $\theta$-neuron model, ${ }^{37}$ namely,

$$
\begin{equation*}
V_{i}=\tan \left(\frac{\theta_{i}}{2}\right) \quad \text { with } \quad \theta_{i} \in[-\pi: \pi] \tag{5}
\end{equation*}
$$

The degree of synchronization can now be quantified by the modulus $|\cdot|$ of the complex Kuramoto order parameter, ${ }^{42}$

$$
\begin{equation*}
z_{1}=\frac{1}{N} \sum_{i=1}^{N} \mathrm{e}^{i \theta_{i}} \tag{6}
\end{equation*}
$$

In completely desynchronized phases, $z_{1} \approx z_{1}^{(0)}+$ const $/ \sqrt{N}$, where the nonzero constant $z_{1}^{(0)}$ arises due to the inhomogeneity of the phase rotation of theta-neurons, ${ }^{43}$ while partial (full) synchronization corresponds to $\left|z_{1}^{(0)}\right|<\left|z_{1}\right|<1\left(\left|z_{1}\right|=1\right)$.

Two parameters are typically used to characterize the microscopic activity: the average inter-spike interval (ISI) (or, equivalently, the firing rate) and the coefficient of variation $c v_{i}$, i.e., the ratio between the standard deviation and the mean of the ISIs of the spike train emitted by the $i$ th neuron. Sometimes, the average coefficient of variation, $C V=\sum_{i} c v_{i} / N$, is considered.

Time averages and fluctuations are usually estimated on time intervals $T_{s} \simeq 6000$ after discarding a transient $T_{t} \simeq 1000$.

## III. MEAN-FIELD APPROACHES

At a MF level, we approximate the evolution of a generic neuron with the following stochastic equation:

$$
\begin{equation*}
\dot{V}=V^{2}+A_{g}(t)+\sigma_{g}(t) \xi_{g}(t) \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{g}(t)=\sqrt{K}\left[i_{0}-g \nu(t)\right] \tag{8}
\end{equation*}
$$

accounts for the input current and the average effect of the coupling, assumed to be proportional to the in-degree $k\left(\{g\}=\left\{g_{0} k / K\right\}\right)$ and to the overall firing rate $v$,

$$
\begin{equation*}
\nu(t)=\frac{1}{N} \sum_{j=1}^{N} \sum_{n} \delta\left(t-t_{j}^{(n)}\right) \tag{9}
\end{equation*}
$$

The stochastic term accounts for the statistical fluctuations due to the differences among the signals emitted by the sending neurons. More precisely, $\xi_{g}$ is a $\delta$-correlated Gaussian noise with zero mean and unitary variance. The noise amplitude $\sigma_{g}(t)$ is, instead, typically estimated by assuming that the single spike trains are independent Poisson processes, ${ }^{32}$

$$
\begin{equation*}
\sigma_{g}(t)=\sqrt{g_{0} g \nu(t)} \tag{10}
\end{equation*}
$$

This assumption is reasonably well verified if the network is sufficiently sparse; see Ref. 44 for an analysis referring to an inhibitory heterogeneous leaky integrate-and-fire (LIF) network. More in general, the variance of the current fluctuations is given by $\sigma_{g}^{2}(t)$ $=\mathcal{F} g_{0} g \nu(t)$, where $\mathcal{F}$ is the Fano factor, measuring the ratio between the variance of the spike count and its average. ${ }^{45,46}$ For a
stationary renewal process, $\mathcal{F}=(C V)^{2}$, where $C V$ is the coefficient of variation of the spike train. ${ }^{45}$ Therefore, at a first level of approximation, the effect of non-Poissonian distributions can be taken into account by expressing the amplitude of the current fluctuations as

$$
\begin{equation*}
\sigma_{g}^{(R)}(t)=C V \sqrt{g_{0} g \nu(t)} \tag{11}
\end{equation*}
$$

where the superscript $(R)$ denotes the renewal approximation. For a comparison of Poisson with renewal approximation for the dynamics of a sparse excitatory-inhibitory LIF network, see Ref. 29.

Finally, heterogenous networks are simulated by assuming Lorentzian distribution $L(\mathrm{~g})$ of the coupling strengths, peaked at $g_{0}$ with HWHM $\Delta_{g}=\Gamma / \sqrt{K}$, where $\Gamma=\Delta_{0} g_{0}$.

## A. Fokker-Planck formulation

The Langevin equation (7) for the dynamics of the membrane potential of the sub-population with effective coupling $g$ is equivalent to a Fokker-Planck equation describing the evolution of the probability distribution $P_{g}(V, t)$,

$$
\begin{equation*}
\partial_{t} P_{g}(V, t)=-\partial_{V}\left[\left(V^{2}+A_{g}(t)\right) P_{g}(V, t)\right]+D_{g}(t) \partial_{V^{2}}^{2} P_{g}(V, t), \tag{12}
\end{equation*}
$$

where

$$
\begin{equation*}
D_{g}=\frac{\sigma_{g}^{2}}{2}=\frac{g_{0} g v}{2} \tag{13}
\end{equation*}
$$

This can be rewritten as a continuity equation,

$$
\begin{equation*}
\frac{\partial P_{g}(V, t)}{\partial t}=-\frac{\partial}{\partial V} F_{g}(V, t), \tag{14}
\end{equation*}
$$

where $F_{g}(V, t)$ represents the flux,

$$
\begin{equation*}
F_{g}(V, t)=\left(V^{2}+A_{g}\right) P_{g}(V, t)-D_{g} \frac{\partial P_{g}}{\partial V} \tag{15}
\end{equation*}
$$

accompanied by the boundary condition

$$
\begin{equation*}
v(t)=\int d g F_{g}(V=+\infty, t) L(g)=\int d g v_{g}(t) L(g) \tag{16}
\end{equation*}
$$

where $v$ is the mean firing rate, while $v_{g}(t)$ refers to the $g$-subpopulation.

In order to solve the FPE, we map the membrane potential onto a phase variable via the transformation (5). The new PDF reads as

$$
\begin{equation*}
R_{g}(\theta)=P_{g}(V) \frac{d V}{d \theta}, \quad \text { where } \quad \frac{d V}{d \theta}=\frac{1}{2 \cos ^{2}(\theta / 2)} \tag{17}
\end{equation*}
$$

and the FPE (12) can be rewritten as

$$
\begin{equation*}
\partial_{t} R_{g}(\theta, t)=-\partial_{\theta}\left[\psi_{0}(\theta) R_{g}(\theta, t)-Z_{0}(\theta) \partial_{\theta} R_{g}(\theta, t)\right], \tag{18}
\end{equation*}
$$

where

$$
\begin{align*}
\psi_{0}(\theta)= & (1-\cos (\theta))+\left(A_{g}+D_{g} \sin (\theta)\right)(1+\cos (\theta)) \\
& Z_{0}(\theta)=D_{g}(1+\cos (\theta))^{2} . \tag{19}
\end{align*}
$$

Finally,

$$
\begin{equation*}
Q_{g}(\theta, t)=\psi_{0}(\theta) R_{g}(\theta, t)-Z_{0}(\theta) \partial_{\theta} R_{g}(\theta, t) \tag{20}
\end{equation*}
$$

represents the flux in the new coordinates. The flux at the threshold $\theta=\pi$ is linked to the firing rate by the self-consistency condition

$$
\begin{equation*}
\int d g Q_{g}(\pi, t) L(g)=2 \int d g R_{g}(\pi, t) L(g)=v(t) \tag{21}
\end{equation*}
$$

Since we are now dealing with a phase variable, it is natural to express the PDF in Fourier space,

$$
\begin{equation*}
R_{g}(\theta, t)=\frac{1}{2 \pi}\left[1+\sum_{m=1}^{\infty}\left(a_{m}(g, t) \mathrm{e}^{-i m \theta}+c . c .\right)\right] \tag{22}
\end{equation*}
$$

The associated Kuramoto-Daido order parameters ${ }^{47}$ for the population synchronization are given by

$$
\begin{equation*}
z_{m}(t)=\int d g a_{m}(g, t) L(g) \tag{23}
\end{equation*}
$$

while the equations for the various modes are

$$
\begin{align*}
\dot{a}_{m}= & m\left[i\left(A_{g}+1\right) a_{m}+\frac{i}{2}\left(A_{g}-1\right)\left(a_{m-1}+a_{m+1}\right)\right] \\
& -D_{g}\left[\frac{3 m^{2}}{2} a_{m}+\left(m^{2}-\frac{m}{2}\right) a_{m-1}+\left(m^{2}+\frac{m}{2}\right) a_{m+1}\right. \\
& \left.+\frac{m(m-1)}{4} a_{m-2}+\frac{m(m+1)}{4} a_{m+2}\right] \tag{24}
\end{align*}
$$

where, by definition, $a_{0}=1, a_{-m}=a_{m}^{*}$ and for notation simplicity, we set $a_{m}=a_{m}(g, t)$ and $\dot{a}=\partial_{t} a$.

Since $g$ is distributed according to a Lorentzian law, the heterogeneity can be exactly taken into account by averaging over the parameter $g$. By rewriting the distribution as

$$
\begin{equation*}
L(g)=\frac{1}{2 i}\left[\frac{1}{\left(g-g_{0}\right)-i \Delta_{g}}-\frac{1}{\left(g-g_{0}\right)+i \Delta_{g}}\right] \tag{25}
\end{equation*}
$$

we observe that it has two complex poles at $g=g_{0} \pm i \Delta_{g}$. Therefore, by invoking Cauchy's residue theorem, one can estimate explicitly the Kuramoto-Daido order parameters as

$$
\begin{equation*}
z_{m}(t)=\int d g a_{m}(g, t) L(g)=a_{m}\left(g_{0}-i \Delta_{g}, t\right) \tag{26}
\end{equation*}
$$

and by averaging Eq. (24) over the $g$-distribution, one can find also the dynamical equations ruling the evolution of these quantities,

$$
\begin{align*}
\dot{z}_{m}= & m\left[\left(i A_{g_{0}}+i-\nu \Gamma\right) z_{m}+\frac{1}{2}\left(i A_{g_{0}}-i-\nu \Gamma\right)\left(z_{m-1}+z_{m+1}\right)\right] \\
& -D_{g_{0}}\left(1-\frac{i \Delta_{g}}{g_{0}}\right)\left[\frac{3 m^{2}}{2} z_{m}+\left(m^{2}-\frac{m}{2}\right) z_{m-1}\right. \\
& \left.+\left(m^{2}+\frac{m}{2}\right) z_{m+1}+\frac{m(m-1)}{4} z_{m-2}+\frac{m(m+1)}{4} z_{m+2}\right] . \tag{27}
\end{align*}
$$

As shown in Ref. 11, the population firing rate $v$ and the mean membrane potential $v$ can be expanded in terms of the

Kuramoto-Daido order parameters, as follows:

$$
\begin{equation*}
W \equiv \pi v+i v=1-2 \sum_{k=1}^{\infty}(-1)^{k+1} z_{k}^{*} . \tag{28}
\end{equation*}
$$

Specifically, the firing rate $v$ can be obtained directly in terms of the Kuramoto-Daido order parameters by employing Eqs. (21)-(23).

A similar FPE formulation in Fourier space has been reported in Ref. 15 for a QIF network subject to an exogenous additive noise.

## B. Ott-Antonsen ansatz

If one neglects fluctuations (i.e., setting $D_{g_{0}}=0$ ), the Ott-Antonsen (OA) manifold $z_{m}=\left(z_{1}\right)^{m}$ is invariant and attractive, ${ }^{9,48}$ and Eq. (27) reduces to

$$
\begin{equation*}
2 \dot{z}_{1}=\left(i A_{g_{0}}-v \Gamma\right)\left[1+z_{1}\right]^{2}-i\left[1-z_{1}\right]^{2}, \tag{29}
\end{equation*}
$$

while Eq. (28) becomes the conformal transformation, ${ }^{11}$

$$
\begin{equation*}
z_{1}=\frac{1-W^{*}}{1+W^{*}}, \tag{30}
\end{equation*}
$$

which relates directly the Kuramoto order parameter with the macroscopic observables $v(t)$ and $\nu(t)$ describing the network dynamics.

The application of this transformation to (29) leads to the two following ODEs for $v(t)$ and $v(t):{ }^{16}$

$$
\begin{equation*}
\dot{v}=v(2 v+\Gamma / \pi), \quad \dot{v}=v^{2}+\sqrt{K}\left(i_{0}-g_{0} v\right)-(\pi v)^{2} . \tag{31}
\end{equation*}
$$

These MF equations for positive $i_{0}$ admit an unique stable solution for any parameter choice: a focus. ${ }^{16}$ This contrasts with the direct numerical simulations, which instead reveal the emergence of periodic COs for sufficiently large median in-degree $K$. Hence, we conclude that fluctuations must be included in the MF formulation if we want to reproduce the macroscopic dynamics.

In spite of this intrinsic weakness, the frequency of the damped oscillations exhibited by Eq. (31) is very close to the frequency $f_{C O}$ of the sustained COs observed in network simulations over a wide range of parameter values. ${ }^{16}$

## C. Circular cumulant approximation

In the presence of weak noise, one can go beyond the OA ansatz, expanding the PDF into the so-called circular cumulants (CCs). ${ }^{14,38}$

In Ref. 14, it was noticed that the Kuramoto-Daido order parameters

$$
\begin{equation*}
z_{m}=\int d g \int d \theta R_{g}(\theta, t) L(g) \mathrm{e}^{i m \theta}=\left\langle\mathrm{e}^{i m \theta}\right\rangle \tag{32}
\end{equation*}
$$

are the moments of the observable $\mathrm{e}^{i \theta}$, which can be determined via the moment-generating function

$$
\begin{equation*}
F(\eta)=\left\langle\exp \left(\eta \mathrm{e}^{\mathrm{i} \theta}\right)\right\rangle \equiv \sum_{m=0}^{\infty} z_{m} \frac{\eta^{m}}{m!} . \tag{33}
\end{equation*}
$$

Given $F(\eta)$, one can obtain the CCs $\kappa_{m}$ from the cumulantgenerating function ${ }^{14}$

$$
\begin{equation*}
\Psi(\eta)=\eta \partial_{\eta} \ln F(\eta) \equiv \sum_{m=0}^{\infty} \kappa_{m} \eta^{m} . \tag{34}
\end{equation*}
$$

By combining Eqs. (33) and (34), one can relate $z_{m}$ with $\kappa_{m}$,

$$
\begin{equation*}
\kappa_{m}=\frac{z_{m}}{(m-1)!}-\sum_{n=1}^{m-1} \frac{\kappa_{n} z_{m-n}}{(m-n)!} . \tag{35}
\end{equation*}
$$

Notice that the CC $\kappa_{m}$ are scaled differently from the conventional cumulants, which would yield $\kappa_{m}^{\prime}=(m-1)!\kappa_{m} \cdot{ }^{14}$ The first two CCs are, therefore, given by

$$
\begin{equation*}
\kappa_{1}=z_{1}, \quad \kappa_{2}=z_{2}-z_{1}^{2} \tag{36}
\end{equation*}
$$

Whenever the OA ansatz holds, i.e., when the manifold $z_{m}=z_{1}^{m}$ is attractive, the generating functions can be simply expressed as

$$
F(\eta)=\mathrm{e}^{\eta z_{1}}, \quad \Psi(\eta)=\eta z_{1}
$$

where $\kappa_{1}=z_{1}$ is the only non-zero CC.
In general, when the OA manifold is not attractive, all CCs are nonzero. However, in Ref. 14, it was found that their amplitude decreases exponentially with their order, $\kappa_{m} \propto D_{g_{0}}^{m-1}$, where $D_{g_{0}}$ is the noise intensity. Therefore, it makes sense to restrict the expansion to the first two CCs in the weak-noise limit. Under this approximation, the Kuramoto-Daido order parameters are simply given by

$$
\begin{equation*}
z_{m}=z_{1}^{m}+\kappa_{2} z_{1}^{m-2} \frac{m(m-1)}{2} \tag{37}
\end{equation*}
$$

The second addendum on the r.h.s. can be interpreted as a correction to the OA manifold due to the noise.

The 2CC approximation for the FPE (27) [correct up to order $\left.o\left(D_{g_{0}}\right)\right]$ reads as

$$
\begin{gather*}
\dot{z}_{1}=z_{1}\left(i A_{g_{0}}+i-\Gamma \nu\right)+H\left(1+\kappa_{2}+z_{1}^{2}\right) \\
\quad-\frac{D_{g_{0}}}{2}\left(1-i \frac{\Delta_{g}}{g_{0}}\right)\left(1+z_{1}\right)^{3},  \tag{38}\\
\dot{\kappa}_{2}=2\left(i A_{g_{0}}+i-\Gamma \nu\right) \kappa_{2}+4 H z_{1} \kappa_{2}-D_{g_{0}}\left(1-i \frac{\Delta_{g}}{g_{0}}\right) \\
\times\left(\frac{1}{2}\left(1+z_{1}\right)^{4}+6\left(1+z_{1}\right)^{2} \kappa_{2}\right), \tag{39}
\end{gather*}
$$

where

$$
H=\frac{1}{2}\left[i\left(A_{g_{0}}-1\right)-\Gamma \nu\right] .
$$

The firing rate $v$ and the mean membrane potential $v$ can be obtained from Eq. (28) by restricting the sum to the first two CCs,

$$
\begin{equation*}
W^{*}=\pi v-i v=\frac{1-z_{1}}{1+z_{1}}+\frac{2 \kappa_{2}}{\left(1+z_{1}\right)^{3}} \tag{40}
\end{equation*}
$$

this is a generalization of the conformal transformation (30) to a situation where the OA ansatz is no longer valid.

## D. Annealed network

In the homogeneous case $\left(\Delta_{0}=0\right)$, we performed direct numerical simulations of the Langevin equations (7) and (8). In particular, we considered $N_{a n n}$ uncoupled neurons whose membrane potential follows the stochastic differential equation (7). Their dynamical evolution is obtained by employing a standard Euler-Maruyama scheme with an integration time step $d t=5$ $\times 10^{-5}$ and by estimating self-consistently the population firing rate $v(t)$ appearing in (7). Specifically, the rate $v(t)$ at time $t$ is estimated by counting the spikes emitted by the $N_{a n n}$ neurons in the preceding time interval of duration $\Delta_{t}=0.01$. The advantage of these simulations with respect to the integration of the FPE is that they do not suffer numerical instabilities at any large in-degree values. This approach has been employed to study the dependence of COs' features on the median in-degree $K$, as shown in Fig. 12.

## IV. HOMOGENEOUS CASE

We now restrict our analysis to the homogeneous case, where the in-degree is equal to $K$ for all the neurons; i.e., $g_{j}=g_{0} \forall j$ and $\Delta_{g}=\Delta_{0}=0$. Fluctuations are still expected since each neuron receives inputs from a different randomly chosen set of $K$ pre-synaptic neurons. ${ }^{32}$ In Subsection IV A, we examine the asynchronous regime, while Subsection IV B is devoted to the corresponding linear stability, while the emergence of COs is discussed in Sec. IV C.

## A. Asynchronous state

In this subsection, we consider the asynchronous regime, corresponding to a stationary solution of the FPE. In this context, we first derive an exact self-consistent expression for the firing rate, then, we solve the stationary FPE in Fourier space to obtain the corresponding PDF, and as a last issue, we discuss the validity of the 2CC approximation.

## 1. Self-consistent solution for the average firing rate

The stationary firing rate $v_{g_{0}}$ of a sub-population with effective coupling $g_{0}$ is simply given by the flux (15) and can be determined by solving the linear differential equation

$$
v_{g_{0}}=\left(A_{g_{0}}+V^{2}\right) P_{g_{0}}-D_{g_{0}} \frac{\partial P_{g_{0}}}{\partial V}
$$

The stationary PDF $P_{g_{0}}(V)$ can be derived by employing the method of variation of the constants, namely,

$$
P_{g_{0}}(V)=\frac{v_{g_{0}}}{D_{g_{0}}} \int_{V}^{+\infty} \mathrm{d} U e^{-\frac{A g_{0}}{D g_{0}}(U-V)-\frac{U^{3}-V^{3}}{3 D_{g_{0}}}}
$$

Hence, the firing rate $v_{g_{0}}$ can be obtained by normalizing the PDF $P_{g_{0}}(V)$ (see Refs. 49 and 50),

$$
\begin{equation*}
1=\int_{-\infty}^{+\infty} \mathrm{d} V P_{g_{0}}(V)=\frac{v_{g_{0}} \sqrt{\pi}}{\sqrt{D_{g_{0}}}} \int_{0}^{+\infty} \frac{\mathrm{d} y}{\sqrt{y}} e^{\frac{-A g_{0} y-\frac{y^{3}}{12}}{D_{g_{0}}}} \tag{41}
\end{equation*}
$$

The integrals appearing in (41) can be analytically estimated, leading to

$$
\begin{align*}
\nu_{g_{0}} & =D_{g_{0}}^{1 / 3} \mathcal{R}(\xi) \\
& = \begin{cases}\frac{-9 D_{g_{0}} /\left(4 \pi^{2} A_{g_{0}}\right)}{\frac{\mathrm{I}_{\frac{1}{3}}^{2}\left(\chi_{-}\right)+\mathrm{I}_{-\frac{1}{3}}^{2}\left(\chi_{-}\right)+\mathrm{I}_{\frac{1}{3}}\left(\chi_{-}\right) \mathrm{I}_{-\frac{1}{3}}\left(\chi_{-}\right)}{},} & A_{g_{0}}<0 \\
\frac{9 D_{g_{0}} /\left(4 \pi^{2} A_{g_{0}}\right)}{\mathrm{J}_{\frac{1}{3}}^{2}\left(\chi_{+}\right)+\mathrm{J}_{-\frac{1}{3}}^{2}\left(\chi_{+}\right)-\mathrm{J}_{\frac{1}{3}}\left(\chi_{+}\right) \mathrm{J}_{-\frac{1}{3}}\left(\chi_{+}\right)}, & A_{g_{0}}>0\end{cases} \tag{42}
\end{align*}
$$

where $\xi=A_{g_{0}} / D_{g_{0}}^{2 / 3}, \chi_{ \pm}=2( \pm \xi)^{3 / 2} / 3$, while $\mathrm{J}_{n}$ and $\mathrm{I}_{n}$ are the $n$th order Bessel function of the first kind and the modified one, respectively. In practice, the two expressions for positive and negative $A_{g_{0}}$ are the analytic continuation of one another, but we prefer to keep an explicit formulation with real values in order to avoid incorrect choices of these two-sheet analytic functions. ${ }^{51}$

Now, by recalling that $D_{g_{0}}=g_{0}^{2} v_{g_{0}} / 2$, one can turn Eq. (42) into an equation linking $v_{g}$ with $\xi$,

$$
\begin{equation*}
v_{g_{0}}(\xi)=\frac{g_{0}}{\sqrt{2}}[\mathcal{R}(\xi)]^{3 / 2} \tag{43}
\end{equation*}
$$

Self-consistency is finally imposed by rewriting Eq. (8) as

$$
\begin{equation*}
\xi=\left(\frac{2}{g_{0}^{2} v_{g_{0}}(\xi)}\right)^{2 / 3} \sqrt{K}\left[i_{0}-g_{0} v_{g_{0}}(\xi)\right] \tag{44}
\end{equation*}
$$

This equation allows determining the unknown $\xi$, which, in turn, allows finding the firing rate from (43).

In Fig. 1(a), we report $A_{g_{0}}$ vs the input current $i_{0} . A_{g_{0}} / \sqrt{K}$ represents the unbalance: the deviation of the firing rate $v_{g_{0}}$ from the balanced regime $i_{0} / g_{0}$. Upon increasing $K, A_{g_{0}}\left(i_{0}\right)$ stays finite and converges to a limiting shape (see the different curves). Thus, we can conclude that when $K \rightarrow \infty$, perfect balance is eventually attained. Interestingly, there exists a special current $i_{*}$, whose corresponding state is perfectly balanced for any $K$ value. Its value can be identified from Eq. (44) by imposing the condition $\xi=0$,

$$
\begin{equation*}
i_{*}=\frac{g_{0}^{2}}{\sqrt{2}}[\mathcal{R}(0)]^{3 / 2}=\frac{9 g_{0}^{2}}{\sqrt{2}}\left(\frac{\Gamma(2 / 3)}{2 \pi}\right)^{3}=0.0637 \ldots g_{0}^{2} \tag{45}
\end{equation*}
$$

(we have made use of the definition of the Bessel functions). For $i_{0}>i_{*}$, the asynchronous state becomes increasingly mean-driven, indicating that the inhibitory feedback due to the coupling is less able to counterbalance the excitatory external current. For $i_{0}<i_{*}$, the dynamics is instead fluctuation-driven. In this case, we observe that $A_{g_{0}}$ has a non-monotonic behavior, with a minimum at $i_{0} \approx$ 0.02 . This is expected since for $i_{0} \rightarrow 0$, the value of $A_{g_{0}}$ must vanish since also $v_{g_{0}}$ tends to zero.

Much less obvious is that for low $K$, asynchronous states seem to exist for negative currents. However, as argued in Sec. VI, there are strong reasons to disbelieve that the white noise assumption is valid in such a circumstance. Hence, we do not further comment on this feature.

In Fig. 1(c), we explore the dependence of $A_{g_{0}}$ on the synaptic coupling for $i_{0}=0.01$. We see that the dynamics is fluctuation-(mean-) driven for large (small) $g_{0}$. This is not only reasonable (since the coupling is inhibitory) but also agrees with the results reported in Ref. 52.


FIG. 1. (a) $A_{g_{0}}$ vs $i_{0}$ for a homogeneous network $\left(\Delta_{0}=0\right)$ for $K=10,30,100,1000$ (solid lines from left to right on the bottom left of the panel) and for $K=\infty$ (dashed line). The solution is calculated in a parametric form (44). The red circle corresponds to the balanced solution $i_{*}$ [Eq. (45)]. (b) $A_{g_{0}}$ vs $v_{g_{0}}$ for $K=\infty$ : the solid line is the exact result, and the dashed one corresponds to the 2CC approximation. In the inset, the exact solution is shown as circles and the 2CC approximation as squares, while the solid line refers to a fitting of the exact data with $-A_{g_{0}} \propto v_{g_{0}}^{2 / 3} \ln v_{g_{0}}$ and the dashed one to a fitting of the 2 CC solution with $-A_{g_{0}} \propto v_{g_{0}}^{2 / 3}$. (c) $A_{g_{0}}$ vs $g_{0}$; the dashed line refers to $K=\infty$, while the solid ones to $K=10,30,100,1000$ (from left to right on the upper left of the panel). In panel (a) and (b), $g_{0}=1$, while in panel (c), $i_{0}=0.01$.

Finally, we derive some approximate analytic expressions, useful both to establish the scaling behavior for small currents and to compare with the CC approximation discussed in Sec. IV A 3. Let us start plotting $\mathcal{R}$ vs $\xi$ in Fig. 2 (see the solid black curve): it vanishes for $\xi \rightarrow-\infty$, while it diverges for $\xi \rightarrow \infty$. By recalling that $v \simeq \mathcal{R}^{2 / 3}$ [see Eq. (43)], the same conclusion holds for $v$, meaning that a small firing rate corresponds to a very negative $\xi$, while $v \gg 1$ corresponds to large and positive $\xi$. In these two limits, the following asymptotic formulas hold:

$$
\mathcal{R}(\xi) \approx \begin{cases}\frac{\sqrt{-\xi}}{\pi} \exp \left(-\frac{4(-\xi)^{3 / 2}}{3}\right), & \xi \ll-1  \tag{46}\\ \frac{\sqrt{\xi}}{\pi}, & \xi \gg 1\end{cases}
$$



FIG. 2. The function $R(\xi)$ vs $\xi$ for the $g$-sub-population of QIF neurons. Black solid line: the exact expression (42). Red dashed lines: the asymptotic approximation (46).

They can be obtained by substituting in (42) the following asymptotic formulas for the Bessel functions at large values of the argument: $J_{\alpha}(\chi)=\sqrt{\frac{2}{\pi z}} \cos (\chi-\alpha \pi / 2-\pi / 4)$ and $I_{\alpha}(\chi)=\sqrt{\frac{1}{2 \pi z}} \chi^{\chi}$. The upper expression in (46) is basically the Kramers escape rate for the overdamped dynamics of a particle in a potential well of height $\propto\left(-A_{g_{0}}\right)^{3 / 2}$. ${ }^{50}$ The lower expression refers to the activity of an isolated supra-threshold QIF neuron. The validity of the two expressions can be appreciated in Fig. 2 (see the two red dashed curves).

For $\xi \ll-1$ (i.e., for small current $i_{0}$ ), Eq. (43) implies

$$
\begin{equation*}
v_{g_{0}} \approx \frac{g_{0}(-\xi)^{3 / 4}}{2^{1 / 2} \pi^{3 / 2}} \exp \left[-2(-\xi)^{3 / 2}\right] \tag{47}
\end{equation*}
$$

Upon taking the logarithm of both sides and neglecting the prefactor of the exponential term,

$$
\begin{equation*}
\ln v_{g_{0}} \simeq-2(-\xi)^{3 / 2} \tag{48}
\end{equation*}
$$

This equation allows eliminating $\xi$ from Eq. (44), obtaining

$$
\begin{equation*}
i_{0}=g_{0} v_{g_{0}}-\frac{v_{g_{0}}^{2 / 3}}{\sqrt{K}}\left[\frac{\ln \left(1 / v_{g_{0}}\right)}{2}\right]^{2 / 3} . \tag{49}
\end{equation*}
$$

This equation is valid in the limit of a small $i_{0}$, as it is clearly appreciable from the inset of Fig. 1(b).

## 2. Fourier space representation of the FPE

The asynchronous state is identified by a stationary PDF, which can be obtained by solving the FPE (24) in Fourier space, truncating the hierarchy at some order $M$. In this case, the Kuramoto-Daido order parameters coincide with the coefficients of the Fourier expansion of the PDF; i.e., $z_{m} \equiv a_{m}\left(g_{0}\right)$.

In practice, we have solved iteratively the linear (in the coefficients $a_{m}$ and $a_{m}^{*}$ ) system (24), accompanied by the nonlinear


FIG. 3. Modulus of the Fourier coefficients $a_{m}$. The blue dashed curve corresponds to the exponential decay law with exponent -0.564 . Parameters: $i_{0}=0.006, g_{0}=1, \Delta_{0}=0$, and $K=40$.
consistency condition

$$
\begin{equation*}
v^{(0)}=2 R^{(0)}(\pi)=\frac{1+\sum_{m=1}^{\infty}(-1)^{m+1}\left(a_{m}^{(0)}+a_{m}^{(0)^{*}}\right)}{\pi} \tag{50}
\end{equation*}
$$

where the superscript (0) means that we refer to the stationary state. The Fourier spectrum of coefficients is shown in Fig. 3 for a certain choice of parameter values; the amplitude $\left|a_{m}\right|$ decays exponentially with $m$ with an exponent approaching $\simeq-0.564$ for sufficiently large $m$. Hence, the truncation to $M=64$ Fourier modes is very accurate since it amounts to neglecting terms $\mathcal{O}\left(10^{-12}\right)$, and indeed, we do not observe any appreciable difference by increasing $M$.

In Fig. 4, we display the stationary PDF for three different in-degrees $(K=20,40$, and 80$)$. The blue dotted lines have been obtained by simulating a network of $N=16000$ neurons. We have verified that finite-size corrections are negligible. Moreover, we found that an average over 20 neurons suffices to reproduce the PDF of the whole ensemble. The red solid and green dashed curves have been obtained by solving the FPE equation under the Poisson [Eq. (10)], respective renewal [Eq. (11)] approximation for the synaptic-current fluctuations $\sigma_{g}$.

The two MF theoretical curves reproduce fairly well the numerical results. The main differences concern the peak of $R^{(0)}(\theta)$ : the theoretical distributions are slightly shifted to the left, although the shift reduces upon increasing $K$, as expected for a MF theory. On the other hand, the PDF tail is captured quite well and so is the average firing rate $v^{(0)}=2 R^{(0)}(\pi)$, as reported in Table I. The renewal approximation (under the assumption of $C V=0.8$ as observed in the numerical simulations) reveals a better agreement with the direct simulations.

## 3. Expansion of the FPE in CCs

We now consider the expansion in CCs. As expected, $\kappa_{1} \simeq \mathcal{O}(1)$, while the higher-order CCs decrease exponentially,


FIG. 4. Stationary PDFs $R^{(0)}$ vs the angle $\theta$ estimated numerically from the network simulations (blue dotted line) and theoretically from the FPE truncated at $M=64$ by estimating the current fluctuations within the Poisson approximation Eq. (10) (red solid line) and within the renewal approximation [Eq. (11)] with $C V=0.8$ (green dashed line). From top to bottom, $K=20,40$, and 80 . The numerical data are obtained for a network of size $N=16000$ and by averaging over 20 different neurons. Parameters: $i_{0}=0.006, g_{0}=1$, and $\Delta_{0}=0$.
$\kappa_{m} \simeq \mathrm{e}^{-\beta(\text { K)m }}$ [see Fig. 5(a), where $\kappa_{m}$ is plotted for a few different connectivities]. The dependence on $K$ is rather weak and can be appreciated in panel (b), where $\beta$ is plotted vs $K$. The dependence is fitted very well by the empirical law $\beta \approx A_{0}\left[1-\frac{1}{2 \sqrt{K}}\right]$ with $A_{0}=2.457$. This result implies that $\kappa_{m}$ stays finite for any $m$ in the limit $K \rightarrow \infty$, thus confirming that the self-generated noise is still relevant in perfectly balanced states.

In Ref. 14, it was found for the Kuramoto model that $\beta=-\ln D_{g_{0}}$. Here, estimating $D_{g_{0}}$ from Eq. (13), with $v^{(0)}$ obtained from the stationary solution of the FPE, we find the slower dependence $\beta \approx 0.598-0.321 \ln D_{g_{0}}$.

TABLE I. Average population firing rate vs the in-degree $K$ for asynchronous dynamics. The second column reports $\overline{\langle v\rangle}$ as estimated by averaging the activity of a network of $N=16000$ neurons; the average is performed over all neurons and in time. The third and fourth columns report the firing rate obtained from the stationary PDF, namely, $v^{(0)}=2 R^{(0)}(\pi)$. More precisely, the third (fourth) row displays the MF results obtained from the self-consistent solution of the stationary equation (24) for $M=64$ under the Poisson approximation (within the renewal approximation with $C V=0.8$ ). The fifth column refers to the 2CC approximation: the population firing rate $v_{g_{0}}$ has been estimated using the expression (40). Parameters $i_{0}=0.006, g_{0}=1$, and $\Delta_{0}=0$.

| $K$ | $\overline{\langle v\rangle}$ | $v^{(0)}$ | $\nu^{(0)}$ | $v_{g_{0}}$ |
| :---: | :---: | :---: | :---: | :---: |
|  |  | $\mathrm{FPE}(\mathrm{P})$ | $\mathrm{FPE}(\mathrm{R})$ | 2 CCs |
| 20 | 0.0114 | 0.0138 | 0.0110 | 0.0129 |
| 40 | 0.0100 | 0.0112 | 0.0094 | 0.0105 |
| 80 | 0.0089 | 0.0096 | 0.0084 | 0.0089 |



FIG. 5. (a) Circular cumulants $\kappa_{m}$ as a function of their degree $m$ for different values of the median in-degree $K: K=40$ (black circles), $K=80$ (red squares), $K=160$ (green diamonds), $K=320$ (blue pluses), $K=640$ (magenta crosses), and $K=1280$ (violet asterisks). The violet solid line refers to an exponential fitting $\kappa_{m} \simeq \mathrm{e}^{-\beta m}$ of the data for $K=80$, the exponent $\beta=2.3$ in this case. (b) Dependence of the exponent $\beta$ vs $K$. The blue dashed line refers to a fitting $\beta \approx A_{0}\left[1-\frac{1}{2 \sqrt{K}}\right]$, where $A_{0}=2.457$. The cumulants are estimated from the stationary solution $a_{m}^{(0)}$ of the FPE equation (24) with $M=64$. Parameters: $i_{0}=0.006, g_{0}=1$, and $\Delta_{0}=0$.

Altogether, the fast decrease of the higher-order CCs suggests that the first two cumulants should suffice to reproduce the observed phenomenology. Let us test more in detail the correctness of the 2CC approximation, with reference to the stationary solution. The asynchronous state $z_{1}^{(0)}, \kappa_{2}^{(0)}$ is obtained by looking for the stationary solution of Eqs. (38) and (39), where $A_{g_{0}}=\sqrt{K}\left[i_{0}-g_{0} v_{g_{0}}\right]$ and $D_{g_{0}}=g_{0}^{2} v_{g_{0}} / 2$, while the firing rate is determined by imposing the self-consistent condition [see Eq. (40)]

$$
\begin{equation*}
v_{g_{0}}=\frac{1}{\pi} \operatorname{Re}\left\{\left[\frac{1-z_{1}^{(0)}}{1+z_{1}^{(0)}}+\frac{2 \kappa_{2}^{(0)}}{\left(1+z_{1}^{(0)}\right)^{3}}\right]\right\} . \tag{51}
\end{equation*}
$$

The data reported in Table I show that the 2CC approximation (last column) is in good agreement with the direct numerical simulations.

The quality of the 2 CC approximation can be further appreciated from Fig. 1(b) where we report $A_{g_{0}}$ vs $v_{g_{0}}$, and we compare the exact solution (solid line) with the 2CC approximation (dashed line). The approximation captures reasonably well the behavior of $A_{g_{0}}$ over the whole range and is particularly accurate for large $v_{g_{0}}$. In the inset, $\left|A_{g_{0}}\right|$ is reported for small $v_{g_{0}}$; in this range, the exact solution scales as $\left|A_{g_{0}}\right| \simeq v_{g_{0}}^{2 / 3} \ln v_{g_{0}}$, as previously noticed, while the 2CC approximation gives scaling $\left|A_{g_{0}}\right| \simeq v_{g_{0}}^{2 / 3}$, without logarithmic corrections.

Finally, we have investigated the weak-current limit, assuming

$$
\begin{equation*}
i_{0}=\frac{i_{w}}{K} \tag{52}
\end{equation*}
$$

equivalent to $I=i_{w} / \sqrt{K}$. The scaling analysis carried out at the end of Sec. IV A 1 implies that the last term in Eq. (49) is negligible and accordingly that $v-g_{0} \simeq i_{0} \simeq \mathcal{O}(1 / K)$. Moreover, it is easily
seen that

$$
\begin{equation*}
\Delta v=v_{g_{0}} g_{0}-i_{0} \simeq \frac{(\ln K)^{2 / 3}}{K^{7 / 6}} \tag{53}
\end{equation*}
$$

Separately, we have determined the firing rate predicted by the 2CCs model from the stationary solution of Eq. (39). The results for $i_{w}=7.7$ are presented in Fig. 6 , where we see that $\Delta v$ scales very accurately as $K^{-7 / 6}$, the higher-order corrections being of $1 / K^{2}$


FIG. 6. Deviation $\Delta v$ from perfect balance vs the connectivity $K$ estimated from the stationary solutions of Eq. (39) within the 2CC approximation under the assumption that the external current is $I=7.7 / \sqrt{K}$ (filled black circles). The red dashed line corresponds to a fitting to the data of the type $\Delta v=3.08 \mathrm{~K}^{-7 / 6}$ $+168 \mathrm{~K}^{-2}$.
type. Once again, we can conclude that the 2CC model is able to capture the leading behavior but fails to reproduce the logarithmic correction. This is quite good for such a simple model.

## B. Linear stability of the asynchronous state

## 1. Fokker-Planck formulation

The stability of the asynchronous state can be assessed by linearizing Eq. (24) around the stationary solution $\left\{a_{m}^{(0)}\right\}$,

$$
\begin{align*}
\delta \dot{a}_{m}= & m\left[\left(i A_{g_{0}}^{(0)}+i\right) \delta a_{m}+\frac{1}{2}\left(i A_{g_{0}}^{(0)}-i\right)\left(\delta a_{m-1}+\delta a_{m+1}\right)\right] \\
& +i m \delta A_{g_{0}}\left[a_{m}^{(0)}+\frac{a_{m-1}^{(0)}+a_{m+1}^{(0)}}{2}\right] \\
& -D_{g_{0}}^{(0)}\left[\frac{3 m^{2}}{2} \delta a_{m}+\left(m^{2}-\frac{m}{2}\right) \delta a_{m-1}+\left(m^{2}+\frac{m}{2}\right) \delta a_{m+1}\right. \\
& \left.+\frac{m(m-1)}{4} \delta a_{m-2}+\frac{m(m+1)}{4} \delta a_{m+2}\right] \\
& -\delta D_{g_{0}}\left[\frac{3 m^{2}}{2} a_{m}^{(0)}+\left(m^{2}-\frac{m}{2}\right) a_{m-1}^{(0)}+\left(m^{2}+\frac{m}{2}\right) a_{m+1}^{(0)}\right. \\
& \left.+\frac{m(m-1)}{4} a_{m-2}^{(0)}+\frac{m(m+1)}{4} a_{m+2}^{(0)}\right], \tag{54}
\end{align*}
$$

where $A_{g_{0}}^{(0)}$ and $D_{g_{0}}^{(0)}$ are determined by inserting the firing rate as from Eq. (50) so that

$$
\begin{align*}
& \delta A_{g_{0}}=-\sqrt{K} g_{0} \delta v, \quad \delta D_{g_{0}}=\frac{g_{0}^{2}}{2} \delta v  \tag{55}\\
& \delta v=\frac{1}{\pi} \sum_{m=1}^{\infty}(-1)^{m+1}\left(\delta a_{m}+\delta a_{m}^{*}\right) \tag{56}
\end{align*}
$$

The system (54) has been solved by employing the usual ansatz $\delta \mathbf{a}(t)=\mathrm{e}^{\mathrm{i} \lambda_{k} t} \delta \mathbf{a}(0)$ and truncating the hierarchy at order $M$ so that $\delta \mathbf{a}=\left(\delta a_{1}, \delta a_{2}, \ldots, \delta a_{M}\right)$ is an $M$-dimensional vector. Hence, the problem amounts to diagonalizing an $M \times M$ real matrix.

The resulting spectra for a Poissonian noise are displayed in Fig. 7. Each spectrum is composed of pairs of complex-conjugate eigenvalues (the matrix is real) and, therefore, symmetric with respect to the axis $\operatorname{Im}(\lambda)=0$. The spectra reported in panel (a) are obtained for $K=40$, but different numbers of Fourier modes (circles, pluses, diamonds, and crosses correspond to $M=32,45,64$, and 90 , respectively). There, we recognize three different branches: an almost horizontal, vertical, and a tilted one. Only along the last one, we see an overlap of the different spectra, indicating that they correspond to "true" eigenvalues of the full (infinitedimensional) problem. The other two branches vary significantly with $M$. Although not visible with this resolution, all eigenvalues have a strictly negative real part, meaning that the asynchronous state is stable. A clearer view of the spurious exponents is presented in Fig. 7(b), where the eigenvalues are suitably rescaled. The good overlap indicates that the real parts increase linearly with $M$, while the imaginary components decrease as $1 / M^{3 / 2}$. Altogether, this means that the corresponding directions are increasingly stable


FIG. 7. Real and imaginary part of the eigenvalues $\left\{\lambda_{k}\right\}$ of the asynchronous state for $i_{0}=0.006, g_{0}=1$ in a homogeneous network. (a) Data refer to $K=40$ and different truncations of the Fokker-Planck equation in Fourier space, namely, $M=32$ (black circles), $M=45$ (red pluses), $M=64$ (blue diamonds), and $M=90$ (green crosses). Only a fraction of the exponents are represented. (b) Same data as in panel (a) after a suitable rescaling to show the M-dependence of the spurious exponents. (c) The most relevant exponents for three different connectivities: $K=80$ (red circles), $K=160$ (blue circles), and $K=1600$ (green circles).
and, therefore, harmless in dynamical simulations. The change of stability can be appreciated in Fig. 7(c), where we plot the relevant part of the spectrum for three different $K$ values: 80 (red circles), 160 (blue crosses), and 1280 (green triangles). In the last case, a pair of complex-conjugate eigenvalues has crossed the $y$ axis, indicating the occurrence of a Hopf bifurcation. Here, performing quasi-adiabatic simulations of the FPE by varying $K$, we have verified that the transition is super-critical.

The linear-stability analysis also allows determining the eigenvectors. In particular, it is instructive to estimate the first two $\mathbf{e}_{1}$ and $\mathbf{e}_{2}$, as they identify the manifold over which the periodic oscillations unwind. Since they are complex conjugated, it suffices to focus on the real and imaginary parts separately. Via inverse Fourier transform (in order to obtain the representation in $\theta$-space), we obtain the two functions reported in Fig. 8 (see the orange and blue solid lines). As expected, since they can be seen as perturbations of the probability density, they have zero average. Moreover, they closely resemble the first and second derivative of the $\operatorname{PDF} R_{0}(\theta)$ (see the green and red dashed lines). Similar findings have been reported in Ref. 53 for globally coupled noisy logistic maps, where it has been shown that the jth covariant Lyapunov vector ${ }^{5,55}$ associated with the mean-field description of the coupled map network essentially coincides with the jth derivative of the PDF of the map variables, unless $j$ is too large.

## 2. 2CCs analysis

Here, we discuss the linear stability of the asynchronous state with reference to the 2CC approximation. The evolution equation


FIG. 8. Relevant perturbations of the stationary PDF $R^{(0)}(\theta)$, which contribute to its periodic oscillations (orange and blue solid lines). The green dashed line refers to $d R^{(0)}(\theta) / d \theta$ and the red dashed line to $d^{2} R^{(0)}(\theta) / d \theta^{2}$ reported in arbitrary units. Parameters as in Fig. 7.
in tangent space is obtained by linearizing Eq. (39),

$$
\begin{align*}
\delta \dot{z}_{1}= & \delta z_{1}\left(i A_{g_{0}}+i\right)+i z_{1}^{(0)} \delta A_{g_{0}}+\delta H\left(1+\kappa_{2}^{(0)}+\left(z_{1}^{(0)}\right)^{2}\right) \\
& +H^{(0)}\left(\delta \kappa_{2}+2 z_{1}^{(0)} \delta z_{1}\right)-\delta D_{g_{0}}\left[\frac{\left(1+z_{1}^{(0)}\right)^{3}}{2}\right] \\
& -\frac{3}{2} D_{g_{0}}\left[\delta z_{1}\left(1+z_{1}^{(0)}\right)^{2}\right]  \tag{57}\\
\delta \dot{\kappa}_{2}= & 2\left(i A_{g_{0}}+i\right) \delta \kappa_{2}+2 i \delta A_{g_{0}} \kappa_{2}^{(0)}+4 \delta H z_{1} \kappa_{2} \\
& +4 H^{(0)}\left(\delta z_{1} \kappa_{2}^{(0)}+z_{1}^{(0)} \delta \kappa_{2}\right) \\
& -\delta D_{g_{0}}\left[\frac{1}{2}\left(1+z_{1}^{(0)}\right)^{4}+6 \kappa_{2}^{(0)}\left(1+z_{1}^{(0)}\right)^{2}\right] \\
& -D_{g_{0}}\left[2\left(1+z_{1}^{(0)}\right) \delta z_{1}\left(\left(1+z_{1}^{(0)}\right)^{2}+6 \kappa_{2}^{(0)}\right)+6 \delta \kappa_{2}\left(1+z_{1}^{(0)}\right)^{2}\right] \tag{58}
\end{align*}
$$

where

$$
H^{(0)}=\frac{1}{2}\left[i\left(A_{g_{0}}-1\right)\right] .
$$

Upon then differentiating the definitions of $A_{g}, D_{g}$, and $H$, we obtain

$$
\begin{gather*}
\delta A_{g_{0}}=-\sqrt{K} g_{0} \delta \nu, \delta D_{g_{0}}=\frac{g_{0}^{2}}{2} \delta v, \delta H=i \delta A_{g_{0}} / 2, \\
\delta \nu=\frac{2}{\pi} \operatorname{Re}\left\{\left[-\frac{\delta z_{1}}{\left(1+z_{1}^{(0)}\right)^{2}}+\frac{\delta \kappa_{2}}{\left(1+z_{1}^{(0)}\right)^{3}}-\frac{3 \kappa_{2}^{(0)} \delta z_{1}}{\left(1+z_{1}^{(0)}\right)^{4}}\right]\right\} \tag{59}
\end{gather*}
$$

so that the set of Eqs. (57) and (58) can be explicitly expressed in terms of the infinitesimal perturbations $\left(\delta z_{1}, \delta \kappa_{2}\right)$.

For $i_{0}=0.006$ and $g_{0}=1$, a Hopf bifurcation is detected for $K^{H B} \simeq 54$. The bifurcation is subcritical, meaning that the oscillations persist also below $K^{(c)}$, actually until $K^{S N} \simeq 35$ where they disappear via a saddle-node bifurcation of limit cycles. In Sec. IV C, this scenario is compared with the other approaches.

## C. Collective oscillations

In this subsection, we first analyze the emergence of COs by comparing numerical results with the predictions of the Fokker-Planck formulation and of the 2CC approximation. The second part of the subsection is devoted to a full characterization of the oscillatory regime in the large in-degree limit.

## 1. Emergence of oscillations

As mentioned in Subsection IV B, the instability of the asynchronous state leads to periodic COs via a super-critical Hopf bifurcation. In Fig. 9, we report in the plane ( $i_{0}, K$ ) the transition lines separating the asynchronous states from COs obtained within the Poissonian approximation (black dashed line) and the renewal approximation with $C V=0.8$ (orange dashed line). For sufficiently large $i_{0}>i_{*}$, when the dynamics is balanced but mean-driven, the two curves coincide and the statistics of the spike trains seem to be irrelevant. However, for low currents, the transition occurs for Poissonian statistics at larger $K$ with respect to the renewal approximation. This is consistent with the fact that the spike trains are more irregular in the Poissonian case, and therefore, the collective effects emerge for larger $K$.


FIG. 9. Phase diagram as a function of the mean connectivity $K$ and the $D C$ current $i_{0}$. The black (orange) dashed line shows the super-critical Hopf bifurcation line estimated from the stability analyses of the fixed point in the Fokker-Planck model with $M=128$ modes under the Poissonian (renewal with $C V=0.8$ ) approximation. The red dashed vertical line corresponds to the critical current $i_{*}$ (??) separating the fluctuation from the mean-driven regimes, as reported in Fig. ??(a). The green vertical line refers to the parameter cut analyzed in Fig. 6, while the green dot corresponds to the transition point observed in direct numerical simulations (for more details, see Fig. 6). Other parameters: $g_{0}=1$ and $\Delta_{0}=0$.


FIG. 10. Order parameter $\rho$ vs the in-degree K for different network sizes: $N=2000$ (black circles), 4000 (red circles), 8000 (green circles), and 16000 (blue circles). The two-dotted-dashed vertical violet (dotted-dashed cyan) line indicates $K^{H B}\left(K^{S N}\right)$ for the sub-critical Hopf (saddle node) bifurcation point obtained within the 2CC approximation. The inset reports the scaling of $\rho$ vs $N$ for $K=20$, and the red dashed line corresponds to a power law $N^{-1 / 2}$. Parameters as in Fig. 7.

We have directly explored the behavior of the network for the specific value of $i_{0}=0.006<i_{*}$. Detailed numerical results are reported in Fig. 10, where we plot the order parameter $\rho$ [defined in Eq. (4)] for increasing in-degrees $K$ and different network sizes, namely, $N=2000,4000,8000$, and 16000 . We observe a clear transition from an asynchronous regime where $\rho \propto 1 / \sqrt{N}$ to a collective behavior characterized by $\rho \simeq$ const. for sufficiently large $N$ values. From this finite-size analysis, it emerges that the transition point $K^{(c)} \simeq 170-180$ (shown as a green dot in Fig. 9) is very close to the theoretical renewal prediction, while the Poisson approximation is significantly larger.

For completeness, also, the predictions of the 2CC approximation are reported in Fig. 10 as dotted-dashed vertical lines. In this case, as already discussed, the Hopf bifurcation is sub-critical: periodic oscillations appear for $K=K_{S N}^{0} \simeq 35$ before the asynchronous state loses stability at $K=K_{H B}^{0}=50$. The agreement with the direct numerical simulations is definitely worse, but one should not forget that this is a low-dimensional model in a context (homogeneous network), where the OA manifold is not attractive.

Let us now analyze the COs. In Fig. 11, we report the instantaneous firing rate for $K=640$. The FPE with Poissonian noise nicely reproduces the period of the oscillations, although their amplitude is substantially underestimated. The renewal approach with $C V=0.8$ ensures a better representation of the oscillation amplitude, but the period is slightly longer (blue line in Fig. 11). Finally, the 2CC approximation overestimates both the amplitude and the period of the COs (see the green line).

## 2. Collective oscillations in the limit of large in-degrees

Finally, we analyze the scaling behavior of the oscillatory dynamics in the limit of large median in-degree K. Roughly


FIG. 11. Instantaneous firing rate $v(t)$ vs time. The data refer to network simulations with $N=16000$ (red line), to MF solutions obtained by truncating the FPE to $M=64$ modes for the Poissonian noise (black line) or the renewal approximation with CV $=0.8$ (blue line), as well as to the 2CC approximation (green line). Parameters as in Fig. 7 and $K=640$.
speaking, the frequency $f_{C O}$ of the collective oscillations increases with $K$, as well as the average firing rate $v$, suggesting increasing deviations from the balanced regime. In fact, we also see that the instantaneous firing rate oscillates between a maximum, which increases with $K$, and a minimum, which decreases, while, simultaneously, the width of the peaks shrinks (with reference to Fig. 11, the peaks become taller and thinner, when $K$ is increased.).

The results of a quantitative analysis are reported in Fig. 12. They have been obtained by simulating an annealed network of 10000 neurons. We have preferred to simulate a network, rather than integrating the FPE, because numerical instabilities make it difficult to perform reliable simulations for large $K$. A power-law fit of the data in panel (b) suggests that $f_{C O} \approx K^{0.24}$, very close to the scaling behavior

$$
\begin{equation*}
f_{C O} \simeq K^{1 / 4}, \tag{60}
\end{equation*}
$$

predicted by the linear-stability analysis of the MF model (31) and corresponding to the frequency of the damped oscillations toward the stable MF focus. ${ }^{16,30}$

More intriguing is the scaling behavior shown in Fig. 12(a) for the firing rate, $v \approx K^{0.26}$, since it basically coincides with the maximum possible rate reachable in the absence of inhibition. In fact, upon neglecting inhibition, the membrane potential dynamics is ruled by the equation

$$
\begin{equation*}
\dot{V}=I+V^{2}=i_{0} \sqrt{K}+V^{2} . \tag{61}
\end{equation*}
$$

Upon rescaling $V$ as $U=V / K^{1 / 4}$ and time as $\tau=t K^{1 / 4}$, the differential equation rewrites as

$$
\begin{equation*}
\dot{U}=i_{0}+U^{2} . \tag{62}
\end{equation*}
$$

Since the time (in $\tau$ units) for $U$ to travel from $-\infty$ to $+\infty$ is of order $\mathcal{O}(1)$, the ISI in the original time frame is $\mathcal{O}\left(K^{-1 / 4}\right)$, which obviously represents a lower bound for the average ISI. Remarkably,


FIG. 12. Average (over time) firing rates $v$ [panel (a)], frequencies of the $C O f_{C O}$ [panel (b)], heights $h$ of the peak of COs [panel (c)], and the percentage of neurons emitting a spike in the burst (total number of neurons divided by all neurons $N_{\text {ann }}$ ) vs the in-degree $K$ [panel (d)]. The start and end of the burst are calculated as the period of time during which the population rate $v(t)$ is larger than a threshold set equal to $1 / 4$ of the maximum rate in time. Data are obtained by integrating the annealed mean-field model (described in Subsection III D) with $N_{\text {ann }}=10^{4}$ neurons. Error bars are estimated as the standard deviation over 100 cycles of the COs. The red line shows a power-law fit $K^{\alpha}$, with $\alpha=0.26$ in panel (a), $\alpha=0.24$ in panel (b), and $\alpha=0.55$ in panel (c). Other parameters are $i_{0}=0.006, g_{0}=1$, and $\Delta_{0}=0$.
the inhibition, unavoidably induced by the synaptic coupling, does not alter significantly the scaling of the average firing rate with $K$.

Numerical simulations suggest that the temporal profile of $v(t)$ is significantly different from zero only during tiny time intervals of duration $\Delta t \approx K^{-\alpha}$, separated by a time interval $T=1 / f_{C O}$ [see panel (a) in Fig. 13, where the simulations have been performed by integrating the FPE for $K=4000$-please notice the logarithmic vertical scale]. By assuming that the height of the peaks scales as $h \approx K^{\beta}$, it follows that the average firing rate scales as

$$
\begin{equation*}
v \approx \frac{\Delta t}{T} h \approx K^{\beta-\alpha+1 / 4} \tag{63}
\end{equation*}
$$

where we have inserted the known scaling behavior of the collective oscillations. Thus, we see that $v$ can scale as $f_{C O}$ provided that $\alpha=\beta$ or, equivalently, that the number of neurons that emit a spike in a single burst is independent of $K$, which is precisely the behavior observed in the numerical simulations as shown in Fig. 12(d). It is important to stress that the neurons taking part in each burst (around $7 \%$ of the total in this case) are not always the same neurons; i.e., the periodic behavior of the collective dynamics does not imply that the single neurons fire regularly. This is clearly testified by the large $C V$ value (namely, $C V \simeq 0.8$ ); the neural activity keeps being irregular in the limit of large $K$.

Next, we discuss the value of $\beta$. At the time of the maximum rate, $K^{\beta}$, the (inhibitory) current received by each neuron is $I_{c} \approx K^{\beta+1 / 2}$, much larger than the excitatory external current


FIG. 13. In panel (a), we show the firing rate $v$ in time estimated from the FPE truncated at $M=128$ by estimating the current fluctuations within the Poisson approximation [Eq. (10)]. In panel (b), we report the PDFs $R(\theta)$ vs the angle $\theta$ at different times (see the corresponding dots in the top panel). Parameters: $i_{0}=0.006, g_{0}=1, K=4000$, and $\Delta_{0}=0$.
of order $K^{1 / 2}$, which can then be neglected. In such conditions, each neuron sees a potential $-V^{3} / 3+K^{\beta+1 / 2} V$, where the second term follows from the inhibitory coupling. Hence, we are in the presence of a deep minimum of the effective potential located in $V_{\min } \approx-K^{\beta / 2+1 / 4}$ and a maximum in $V_{\max } \approx+K^{\beta / 2+1 / 4}$. All $V$ values smaller than $V_{\max }$ are attracted toward the minimum and do not contribute to the ongoing burst. Those above the maximum, instead, will unavoidably reach the threshold. The time needed for nearly all of such neurons to fire is about half of the burst width $\Delta t$ and can be obtained by integrating the evolution equation

$$
\begin{equation*}
\dot{V}=V^{2}-K^{\beta+1 / 2} \tag{64}
\end{equation*}
$$

from an initial condition slightly larger than $V_{\max }$ up to infinity. It is easily seen that $\Delta t \approx K^{-\beta / 2-1 / 4}$. It follows that the area of the peak is

$$
\begin{equation*}
A=h \delta T \approx K^{\beta / 2-1 / 4} \tag{65}
\end{equation*}
$$

Having numerical evidence that $A$ is independent of $K$, it finally follows that $\beta=1 / 2$. This prediction is consistent with the observations reported in Fig. 12(c), where a fit of the numerical data yields 0.55 . Given the presence of statistical fluctuations (the peak height fluctuates because of the finiteness of the number of neurons) and the probable presence of deviations due to subleading terms, the agreement is satisfactory.

We conclude this section with some considerations on the nature of the oscillatory regime arising in the limit of large $K$. In Fig. 13(a), we report the temporal profile of the firing rate $v$ for a not-too-large $K$-value. The vertical logarithmic scale indicates that the neural activity oscillates between almost silent intervals and short bursts characterized by a strong activity. This might suggest a nearly synchronous regime, but this is not the case. In panel (b) of the same figure, we plot five snapshots of the distribution of the $\theta$ angles (this is preferable to the $V$ representation, as the $\theta$ values are bounded).

There, we see that just before the burst [magenta line in Fig. 13(b)], the distribution is very broad (please notice the vertical logarithmic scale). Then, it strongly narrows during the peak (see the snapshots corresponding to cyan, blue, and green lines) as a consequence of the above-mentioned self-built strongly confining potential. Simultaneously, the peak is first pushed backward (so long as inhibition is strong) as shown from the distribution reported as a cyan line in Fig. 13(b) and then starts drifting forward while it broadens (see the blue, green, and red lines). Altogether, the manifestation of a narrow peak of the neural activity is the consequence of an increasingly fast dynamics due to the fact that many membrane potentials find themselves in a region where their "velocity" is very large.

## V. HETEROGENEOUS CASE

In this section, we consider the heterogeneous case, assuming that the in-degrees $k$ are Lorentzian distributed (2) with median $K$ and HWHM $\Delta_{k}=\Delta_{0} \sqrt{K}$. As already discussed in Sec. III, while introducing the Langevin approach, the in-degree disorder can be treated as quenched disorder of the effective synaptic couplings $g$-also Lorentzian distributed. In principle, one could again obtain an analytic expression for the average firing rate $v$ by integrating the expression (42) of the firing rate $v_{g}$ of each specific sub-population over the distribution of the synaptic couplings,

$$
\begin{equation*}
v=\int_{-\infty}^{+\infty} L(g) v_{g} \mathrm{~d} g . \tag{66}
\end{equation*}
$$



FIG. 14. Heterogeneous model: order parameter $\rho$ vs $\Delta_{0}$. Symbols refer to direct simulations of the network for different sizes: $N=4000$ (red), 8000 (green), and 16000 (blue). The vertical magenta dashed (orange dotted) line denotes $\Delta_{0}^{H B}$ corresponding to the super-critical Hopf bifurcation identified from the analysis of the FPE truncated to $M=64$ within a Poissonian (renewal) approximation where the amplitude of the current fluctuations is given by Eq. (10) [Eq. (11) with $C V=0.8]$. The vertical violet two-dotted-dashed (cyan dotted-dashed) line indicates $\Delta_{0}^{H B}\left(\Delta_{0}^{S N}\right)$ for the sub-critical Hopf (saddle node) bifurcation point as obtained within the 2CC approximation. The data have also been averaged over 20 different network realizations. Other parameters: $K=400, i_{0}=0.006, g_{0}=1$.

However, as explained in the Appendix, despite the distribution being Lorentzian, we cannot estimate analytically the integral (66) due to the presence of essential singularities within the integration contour, which prevent the application of the residue theorem.

Nevertheless, as in the homogeneous case, the Langevin formulation can be mapped onto a FPE in the Fourier space, where one can get rid of the disorder by invoking Cauchy's residue theorem, thereby obtaining the evolution equation (27) for the Kuramoto-Daido order parameters.

The analysis presented in Sec. IV has shown that COs arise in homogeneous networks for sufficiently large median in-degrees $K$ and small external currents $i_{0}$. By continuity, it is reasonable to conjecture that the same occurs in networks with moderate heterogeneity (this regime has been indeed reported in Ref. 16). In Fig. 14, we plot the order parameter $\rho$ vs the parameter controlling the structural disorder $\Delta_{0}$ [see its definition below Eq. (2)] for different network sizes $N$. There, we see that the COs observed in the homogeneous case $\Delta_{0}=0$ persist up to a critical value $\Delta_{0}^{(c)} \simeq 0.40$ when the structural disorder becomes so large as to wash out collective phenomena. Indeed, above $\Delta_{0}^{(c)}, \rho$ scales as $1 / N^{1 / 2}$ as expected for asynchronous dynamics. To better understand the transition, let us recall that in Ref. 16, the authors noticed that the average coefficient of variation $C V$ displays a finite value $C V \simeq 0.8$ in the region


FIG. 15. Transitions for the heterogeneous model: order parameter $\rho$ vs $K$ [panel (a)] and vs $i_{0}$ [panel (b)]. Symbols refer to direct simulations of the network for different sizes: $N=2000$ (black), 5000 (red), 10000 (green), and 20000 (violet). In panel (a), the vertical magenta dashed (orange dotted) line denotes $K^{H B}$ as estimated within a MF approach for the FPE truncated to $M=64$ with a Poissonian (renewal) approximation where the amplitude of the current fluctuations is given by Eq. (10) [Eq. (11) with $\mathrm{CV}=0.8$ ]. The vertical violet two-dotted-dashed (cyan dotted-dashed) line indicates $K^{H B}\left(K^{S N}\right)$ for the sub-critical Hopf (saddle node) bifurcation point obtained within the 2CC approximation. In panel (b), the vertical violet dotted-dashed (magenta dashed) line indicates the critical value of $i_{0}^{H B}$ at which there is a super-critical Hopf bifurcation as obtained with the 2CC approximation (with the FPE truncated to $M=64$ within a Poissonian approximation). In (b), the data for $N=5000$ have not been estimated. Parameters: $K=1000, i_{0}=0.006, g_{0}=1$, and $\Delta_{0}=0.1$ when not differently specified.
where COs are observable, while it vanishes above $\Delta_{0}^{(c)}$. This was explained by conjecturing that for increasing $\Delta_{0}$ only few neurons, the ones with in-degrees proximal to the median $K$ can balance their activity, while the remaining neurons are no longer able to satisfy the balance conditions, as recently shown in Refs. 56 and 57.

The bifurcation diagram is well reproduced by the linearstability analysis of the FPE, which predicts a super-critical Hopf bifurcation at $\Delta_{0}^{H B} \simeq 0.28\left(\Delta_{0}^{H B} \simeq 0.43\right)$ in the Poissonian (renewal) approximation: see the magenta dashed line (orange dotted line) in Fig. 14. The linear-stability analysis of the 2CC approximation instead predicts a sub-critical Hopf bifurcation, accompanied, as usual, by a coexistence interval $[0.16,0.24] . \Delta_{0}^{H B} \simeq 0.24$ (see the double-dotted-dashed violet line) is the critical point, where the asynchronous regime loses stability, while $\Delta_{0}^{S N} \simeq 0.16$ (see the dot-ted-dashed cyan line) corresponds to the saddle-node bifurcation where stable COs coalesce with analogous unstable oscillations. Since direct numerical simulations and the FPE do not show any evidence of a bistable region close to the critical point, it follows that this bistability is a spurious effect of the 2CC approximation.

The robustness of COs has been studied also by decreasing the in-degree $K$ and increasing the input current $i_{0}$. The results are shown in Fig. 15 for $\Delta_{0}=0.1<\Delta_{0}^{(c)}$. In panel (a), the current is set equal to $i_{0}=0.006$. Numerical simulations indicate a transition to the asynchronous regime at $K^{(c)} \simeq 200-250$. The scenario is well captured by the Fokker-Planck analysis, which predicts a super-critical Hopf bifurcation at $K^{H B} \simeq 343\left(K^{H B} \simeq 210\right)$ within the Poissonian (renewal) approximation. Also, in this case, the 2CC model predicts a saddle-node bifurcation of the limit cycles at $K^{S N} \simeq 75$ (cyan dotted-dashed line) and a sub-critical Hopf bifurcation at $K^{H B} \simeq 150$ (violet two-dotted-dashed line). Figure 15(b)


FIG. 16. Time traces of the mean membrane potential $v(t)$ [panels (a) and (c)] and of the firing rate $v$ [panels (b) and (d)]. The parameters ( $K, i_{0}$ ) are $(500,0.006)$ in (a) and (b) and (1000, 0.01) in (c) and (d). The red lines always refer to direct simulations for $N=16000$ (red line). Black (blue) lines correspond to the integration of the FPE, truncated after $M=64$ Fourier modes for a Poissonian noise (renewal noise with $C V=0.8$ ). Finally, green lines correspond to the 2CC approximation. The structural heterogeneity is $\Delta_{0}=0.1$.
refers to $K=1000$. In this case, direct numerical simulations, the FPE, and the 2CC approximation all predict a super-critical bifurcation around $i_{0}^{(c)} \simeq 0.6-0.7$.

Finally, in Fig. 16, we report the evolution of the mean membrane potential $v(t)$ and of the population firing rate $v(t)$ for two different sets of parameter values. We compare the results of network simulations (red solid lines) with the outcome of the FPE in the Poissonian (black solid line) and renewal (blue solid line) approximation, as well as with the behavior of the 2CC model (green solid lines). The agreement between direct simulations and the results of the FPE with renewal noise are remarkable, including the shape of the oscillations. The 2CC approximation works better than in the homogeneous case, but it still overestimates the amplitudes of the COs and slightly the period.

On the one hand, we can conclude that the FPE reproduces the dynamics of heterogeneous networks with a good quantitative accuracy. On the other hand, the 2CCs, while being able to capture the transition from COs to the asynchronous regime, is much less precise both in terms of shape of the oscillations and the nature of the transition.

## VI. CONCLUSIONS

This article has been devoted to a mean-field characterization of sparse balanced networks composed of identical QIF neurons with both homogeneous and heterogeneous in-degree distributions. The main focus of our analysis has been the spontaneous emergence of coherent or collective fluctuations out of the asynchronous balanced regime. Collective oscillations are the result of an internal macroscopic coherence and may, in general, be either regular or irregular. ${ }^{58-60}$ They resemble coherent fluctuations observed across spatial scales in the neocortex. ${ }^{61-63}$ In the present setup, COs are strictly periodic and arise even for completely homogeneous in-degrees.

Somehow similarly to what has previously been done for integrate-and-fire neurons, ${ }^{32,35,64}$ the starting point is the formulation of a Langevin equation for the membrane potential, where the noise is self-consistently determined by assuming that the fluctuations of the input current follow from the superposition of independent stochastic processes: the single-neuron spiking trains. Two main assumptions are made while formulating the Langevin description: Poisson and renewal statistics. The in-degree heterogeneity has a twofold effect: it acts as a quenched disorder in the synaptic couplings and as an additional parameter affecting the noise amplitude.

The Langevin equations are turned into a family of FPEs for the evolution of the distributions of the membrane potentials for each sub-population characterized by a given in-degree. The Fokker-Planck formulation is twice infinite dimensional: as it deals with the distribution of membrane potentials and for its dependence on the in-degree connectivity. The latter dependence can be removed by assuming a Lorentzian distribution of the in-degrees, in which case the evolution equation reduces to a single FPE, which depends on the median in-degree and on a parameter controlling the width of the structural heterogeneity of the distribution (similarly to what has been done in Ref. 15 for a globally coupled QIF network subject to external noise terms).

Altogether, the FPE proves very accurate both in the description of homogeneous and heterogeneous networks. The renewal approximation is typically more precise than the Poisson approximation. However, stronger deviations are expected for very small currents and not-too-large connectivity. In such conditions, the "granularity" of the input signal received by every neuron cannot be anymore neglected, and the white noise assumption underlying the FPE should be replaced by shot noise as already done for LIF neurons in Refs. 65 and 66. Future studies will be devoted to this specific aspect.

A further simplification is then proposed and explored by expanding the probability distribution of membrane potentials into circular cumulants. ${ }^{14}$ The fast (exponential) decrease of the cumulant amplitude with their order suggests truncating the hierarchy after two cumulants. The quality of the 2CC approximation has been tested both for the description of the asynchronous regime and the onset of COs. Interestingly, the 2CC approximation works reasonably well also in homogeneous networks where the Ott-Antonsen manifold is not attractive. Nonetheless, in some cases, the 2CC model reproduces incorrectly the nature of the Hopf bifurcation (sub- instead of super-critical); moreover, the amplitude of the oscillations is substantially larger than in real networks. Anyway, the value of the 2CC model relies on its low-dimensionality: it should be appreciated that two variables are able to capture the onset of COs via a Hopf bifurcation and predict reasonable values for the stationary firing rate when the asynchronous regime is stable. In a future perspective, possible improvements should be explored; in particular, the inclusion of the third cumulant, although this issue requires an in-depth analysis: as the amplitude of the cumulants decreases very rapidly with their order, it is unclear why a third cumulant should play a relevant role. Recently, a new reduction methodology has been proposed to address population dynamics in the presence of extrinsic and endogenous noise sources. ${ }^{17}$ This approach could be applied also in the present context; however, the circular cumulant approximation has been preferred due to the higher numerical stability displayed for the studied cases.

The balanced regime has been invoked as a mechanism explaining irregular low firing activity in the cortex. It is commonly believed that in a balanced asynchronous regime, the system operates sub-threshold, where the activity is driven by current fluctuations. ${ }^{19,32}$ However, as shown in Ref. 52, this is not the only possible scenario: both mean- and fluctuation-driven balanced asynchronous regimes can emerge in an excitatory-inhibitory network dominated by the inhibition drive for finite $K$. Our analysis confirms that both regimes can emerge in a fully inhibitory network for arbitrarily large connectivity. In particular, fluctuation (mean) driven balanced dynamics appear for small (large) DC currents as well as for large (small) inhibitory synaptic coupling. Furthermore, we have also shown that a perfectly balanced regime can be obtained by fine-tuning the parameters for any finite in-degree.

For what concerns the regime characterized by the presence of collective oscillations, the large $K$-limit proves very interesting since the dynamics exhibits increasingly strong deviations from a balanced regime. First of all, the frequency of the collective oscillations diverges as $f_{C O} \propto K^{1 / 4}$, as also suggested by the linear-stability analysis of the MF solution. Remarkably, the average firing rate scales in the same way: this is due to the occurrence of the concentration
of the activity in short but very strong bursts. With the help of numerical observations showing that the percentage of neurons participating to the population bursts is independent by $K$, we have concluded that the height of the bursts grows as $K^{1 / 2}$. It would be desirable to draw this conclusion in a more rigorous way.

In the heterogeneous case, we examined three different scenarios for the emergence of COs: namely, COs can arise at large $K$, as well as for sufficiently low structural heterogeneity $\Delta_{0}$ and input currents $i_{0}$. All these transitions are captured both from the Fokker-Planck formulation as well as from the 2CC approximation, this at variance with the low-dimensional MF formulation reported in Ref. 16 that was based on the Ott-Antonsen ansatz and, therefore, not including the current fluctuations. These results clearly indicate that the role of coherent fluctuations present in the balanced regime is fundamental for the birth of COs. Therefore, the neurons should be in the fluctuation driven regime, usually observable at low $i_{0}$, and their dynamics should be sufficiently coherent to promote oscillations at the network level, as it occurs for low $\Delta_{0}$ and large $K$.
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## APPENDIX: RESIDUE THEOREM AND ANALYTIC SOLUTIONS FOR A HETEROGENEOUS POPULATION

In this appendix, we will demonstrate that the integral (66) cannot be performed via the residue theorem, as usually expected, due to the presence of essential singularities within the integration contour.

Let us clarify the properties of the analytic function $v_{g}=D_{g}^{1 / 3} \mathcal{R}(\xi)(42)$, which is expressed in terms of $n$th order Bessel functions $J_{n}$ and $I_{n}$ of the first kind and modified, respectively. Therefore, we should first recall the definition and some properties of the Bessel functions,

$$
\begin{equation*}
\mathrm{I}_{\alpha}(Z)=i^{-\alpha} \mathrm{J}_{\alpha}(i Z) \equiv \sum_{m=0}^{\infty} \frac{\left(\frac{Z}{2}\right)^{2 m+\alpha}}{m!\Gamma(m+\alpha+1)}, \tag{A1}
\end{equation*}
$$

which possesses the property

$$
\begin{equation*}
\mathrm{I}_{\alpha}\left(e^{i n \pi} Z\right)=e^{i \alpha n \pi} \mathrm{I}_{\alpha}(Z), \tag{A2}
\end{equation*}
$$

where $n$ is an integer. Hence,

$$
\begin{equation*}
\mathrm{I}_{ \pm \frac{1}{3}}(Z)=\mathrm{I}_{ \pm \frac{1}{3}}\left(|Z| e^{i(n \pi+\theta)}\right)=e^{ \pm i \frac{n \pi}{3}} \mathrm{I}_{ \pm \frac{1}{3}}\left(|Z| e^{i \theta}\right), \tag{A3}
\end{equation*}
$$

where $\theta \in(-\pi / 2 ; \pi / 2]$ (for the convenience of computer calculations).

By employing Eqs. (A1) and (A3), one finds that

$$
\begin{aligned}
\mathrm{I}_{ \pm \frac{1}{3}}\left(y^{3 / 2}\right) & =\mathrm{I}_{ \pm \frac{1}{3}}\left(\left(-e^{i \pi} y\right)^{3 / 2}\right)=\mathrm{I}_{ \pm \frac{1}{3}}\left(e^{i 2 \pi} e^{-i \frac{\pi}{2}}(-y)^{3 / 2}\right) \\
& =e^{ \pm i \frac{2 \pi}{3}} e^{\mp i \frac{\pi}{6}} \mathrm{~J}_{ \pm \frac{1}{3}}\left((-y)^{3 / 2}\right)=e^{ \pm i \frac{\pi}{2}} \mathrm{~J}_{ \pm \frac{1}{3}}\left((-y)^{3 / 2}\right) .
\end{aligned}
$$

This result tells us that the expression of $v_{g}$ for $A_{g}<0$ [first line in (42)] can be obtained from the expression for $A_{g}>0$ [second
line in (42)] simply by setting $A_{g}=e^{i \pi}\left(-A_{g}\right)$. Therefore, for the moment, we can limit our analysis to the case $A_{g}<0$.

Since $v_{g}=D_{g}^{1 / 3} \mathcal{R}(\xi)$, where $\xi=A_{g} / D_{g}^{2 / 3}$, in order to estimate the integral (66), we should define a closed integration contour in the complex $\xi$-plane. This contour is shown in Fig. 17. To apply the residue theorem, we should identify the poles of the function $\mathcal{R}(\xi) \equiv \mathcal{R}\left([3 / 2]^{2 / 3} y\right)$ with

$$
y \equiv\left(\frac{2}{3 D_{g}}\right)^{\frac{2}{3}} A_{g}
$$

where the new variable $y$ is introduced for the brevity of calculations. We can now rewrite the expression appearing in the denominator in Eq. (42) for $A_{g}>0$ as

$$
\begin{align*}
& {\left[\mathrm{J}_{\frac{1}{3}}\left(y^{3 / 2}\right)\right]^{2}+\left[\mathrm{J}_{-\frac{1}{3}}\left(y^{3 / 2}\right)\right]^{2}-\mathrm{J}_{\frac{1}{3}}\left(y^{3 / 2}\right) \mathrm{J}_{-\frac{1}{3}}\left(y^{3 / 2}\right)} \\
& \quad=\mathrm{J}_{\frac{1}{3}}\left(y^{3 / 2}\right) e^{-i \frac{\pi}{3}} \mathrm{~J}_{\frac{1}{3}}\left(e^{i \pi} y^{3 / 2}\right)+\mathrm{J}_{-\frac{1}{3}}\left(y^{3 / 2}\right) e^{i \frac{\pi}{3}} \mathrm{~J}_{-\frac{1}{3}}\left(e^{i \pi} y^{3 / 2}\right)-\mathrm{J}_{\frac{1}{3}}\left(y^{3 / 2}\right) \mathrm{J}_{-\frac{1}{3}}\left(e^{i \pi} y^{3 / 2}\right)-\mathrm{J}_{\frac{1}{3}}\left(e^{i \pi} y^{3 / 2}\right) \mathrm{J}_{-\frac{1}{3}}\left(y^{3 / 2}\right) \\
& \quad=\left[e^{-i \frac{\pi}{6}} \mathrm{~J}_{\frac{1}{3}}\left(y^{3 / 2}\right)-e^{i \frac{\pi}{6}} \mathrm{~J}_{-\frac{1}{3}}\left(y^{3 / 2}\right)\right]\left[e^{-i \frac{\pi}{6}} \mathrm{~J}_{\frac{1}{3}}\left(\left(e^{i \frac{2 \pi}{3}} y\right)^{3 / 2}\right)-e^{i \frac{\pi}{6}} \mathrm{~J}_{-\frac{1}{3}}\left(\left(e^{i \frac{2 \pi}{3}} y\right)^{3 / 2}\right)\right] \\
& \quad=\left[\mathrm{J}_{\frac{1}{3}}\left(\left(e^{i \frac{2 \pi}{3}} y\right)^{3 / 2}\right)+\mathrm{J}_{-\frac{1}{3}}\left(\left(e^{i \frac{2 \pi}{3}} y\right)^{3 / 2}\right)\right]\left[\mathrm{J}_{\frac{1}{3}}\left(\left(e^{-i \frac{2 \pi}{3}} y\right)^{3 / 2}\right)+\mathrm{J}_{-\frac{1}{3}}\left(\left(e^{-i \frac{2 \pi}{3}} y\right)^{3 / 2}\right)\right] . \tag{A4}
\end{align*}
$$

The expression for the sub-population firing rate $v_{g}$ can be rewritten as

$$
\begin{equation*}
v_{g}=D_{g}^{1 / 3} \mathcal{R}(\xi)=D_{g}^{1 / 3} \mathcal{R}\left([3 / 2]^{2 / 3} y\right)=\frac{\frac{9 D_{g}}{4 \pi^{2} A_{g}}}{\left[\mathrm{~J}_{\frac{1}{3}}\left(\left(e^{i \frac{2 \pi}{3}} y\right)^{3 / 2}\right)+\mathrm{J}_{-\frac{1}{3}}\left(\left(e^{i \frac{i \pi}{3}} y\right)^{3 / 2}\right)\right]\left[\mathrm{J}_{\frac{1}{3}}\left(\left(e^{-i \frac{2 \pi}{3}} y\right)^{3 / 2}\right)+\mathrm{J}_{-\frac{1}{3}}\left(\left(e^{-i \frac{2 \pi}{3}} y\right)^{3 / 2}\right)\right]} \tag{A5}
\end{equation*}
$$

which yields (42) for positive and negative $A_{g}$.
Thus, the function $\mathcal{R}(\xi)$ possesses the two sets of poles with $\arg (\xi)= \pm 2 \pi / 3+2 \pi n$ since a multivalent analytic function $\left[\mathrm{J}_{1 / l}(z) \pm \mathrm{J}_{-1 / l}(z)\right]=\sum_{m=0}^{\infty} C_{1 / l m} z^{2 m+1 / l} \pm \sum_{m=0}^{\infty} C_{-1 / l m} z^{2 m-1 / l}$ with

$$
\xi=\frac{A_{g}}{D_{g}^{2 / 3}}
$$

FIG. 17. The closed integration contour (right) on the complex $\xi$-plane corresponds to the one on the complex $g$-plane (left). The points $\mathrm{A}^{\prime}, \mathrm{B}^{\prime}, \mathrm{C}^{\prime}$, and $\mathrm{D}^{\prime}$ correspond to A, B, C, and D.
positive integer $l$ and real-valued coefficients $C_{\alpha, m}$ possesses zeros only for $z=\rho$ and $z=e^{i / \pi} \rho$, where $\rho$ is real positive. ${ }^{67}$ The sequences of these poles form essential singularities at $\xi=|\infty| e^{i(2 \pi n \pm \pi / 3)}$, and the integration path runs through it (as we show below). Hence, the integration contour cannot be closed via infinity at the upper/lower half-plane of $\xi\left[\right.$ or $\left.y=(2 / 3)^{2 / 3} \xi\right]$, and the residue theorem cannot be employed.

It is now important to find the path on the complex $\xi$-plane corresponding to $g$ varying from $-\infty$ to $+\infty$,

$$
\begin{equation*}
\xi=\frac{A_{g}}{D_{g}^{2 / 3}}=\frac{\sqrt{K}\left(i_{0}-g \nu\right)}{\left(\frac{g_{0} v v}{2}\right)^{2 / 3}} . \tag{A6}
\end{equation*}
$$

On the segment CD (see Fig. 17): $g>0$; therefore, $\xi$ is real and runs from $+\infty$ to $-\infty$. On the $\operatorname{arc} \breve{\mathrm{BC}}: \xi=e^{-i \frac{2}{3} \arg (g)} \sqrt{\mathrm{K}} i_{0} /\left[\left(g_{0}|g| \nu\right) / 2\right]^{2 / 3}$, which is an arc at infinity (as $|g| \rightarrow 0$ ), running from $|\infty| e^{-i 2 \pi / 3}$ to $+|\infty|$ (see the arc $\mathrm{B}^{\prime} \mathrm{C}^{\prime}$ in Fig. 17). On AB: $g=e^{i \pi}|g|$ and $\xi=e^{-i 2 \pi / 3} \sqrt{K}\left(i_{0}+|g| v\right) /\left[\left(g_{0}|g| v\right) / 2\right]^{2 / 3}$ forms the arc A'${ }^{\prime} \mathrm{B}^{\prime}$. On DAA: $g=|\infty| e^{i \alpha}$ and $\xi=\sqrt{K}\left(2 / g_{0}\right)^{2 / 3} e^{i \pi}(g \nu)^{1 / 3}$, which is the arc $\mathrm{D}^{\prime} \mathrm{A}^{\prime}$. The segment $\mathrm{A}^{\prime} \mathrm{B}^{\prime}$ passes exactly along the line with the poles,
$\arg (x)=-2 \pi / 3$. Not only the mutual position of these poles and the integration path needs to be clarified for finite $x$ (the left and right segments can be on the one side of poles or "envelope" them), but, more importantly, at infinity, we have an essential singularity at $\xi=|\infty| e^{-i 2 \pi / 3}$, and the contribution of its vicinity into the integral is uncertain. Thus, as announced above, the residue theorem cannot be employed for this case.

## REFERENCES

${ }^{1}$ A. Pikovsky and M. Rosenblum, Chaos 25, 097616 (2015).
${ }^{2}$ A. T. Winfree, The Geometry of Biological Time, 2nd ed., Interdisciplinary Applied Mathematics Vol. 12 (Springer-Verlag, New York, 2001).
${ }^{3}$ Y. Kuramoto, Chemical Oscillations, Waves, and Turbulence (Springer Science and Business Media, 2012), Vol. 19.
${ }^{4}$ H. Hong, H. Chaté, H. Park, and L.-H. Tang, Phys. Rev. Lett. 99, 184101 (2007).
${ }^{5}$ J. D. Crawford, J. Stat. Phys. 74, 1047 (1994).
${ }^{6}$ S. H. Strogatz, Phys. D 143, 1 (2000).
${ }^{7}$ J. Barre and D. Métivier, Phys. Rev. Lett. 117, 214102 (2016).
${ }^{8}$ S. Watanabe and S. H. Strogatz, Phys. D 74, 197 (1994).
${ }^{9}$ E. Ott and T. M. Antonsen, Chaos 18, 037113 (2008).
${ }^{10}$ T. B. Luke, E. Barreto, and P. So, Neural Comput. 25, 3207 (2013).
${ }^{11}$ E. Montbrió, D. Pazó, and A. Roxin, Phys. Rev. X 5, 021028 (2015).
${ }^{12}$ C. R. Laing, J. Math. Neurosci. 8, 4 (2018).
${ }^{13}$ G. Buzsaki, Rhythms of the Brain (Oxford University Press, 2006).
${ }^{14}$ I. V. Tyulkina, D. S. Goldobin, L. S. Klimenko, and A. Pikovsky, Phys. Rev. Lett. 120, 264101 (2018).
${ }^{15}$ I. Ratas and K. Pyragas, Phys. Rev. E 100, 052211 (2019).
${ }^{16}$ M. di Volo and A. Torcini, Phys. Rev. Lett. 121, 128301 (2018).
${ }^{17}$ D. S. Goldobin, M. di Volo, and A. Torcini, Phys. Rev. Lett. 127, 038301 (2021). ${ }^{18}$ W. R. Softky and C. Koch, "Cortical cells should fire regularly, but do not," Neural Comput. 4, 643 (1992).
${ }^{19}$ C. van Vreeswijk and H. Sompolinsky, Science 274, 1724 (1996).
${ }^{20}$ J. Kadmon and H. Sompolinsky, Phys. Rev. X 5, 041030 (2015).
${ }^{21}$ Y. Shu, A. Hasenstaub, and D. A. McCormick, Nature 423, 288 (2003).
${ }^{22}$ B. Haider, A. Duque, A. R. Hasenstaub, and D. A. McCormick, J. Neurosci. 26, 4535 (2006).
${ }^{23}$ J. Barral and A. D. Reyes, Nat. Neurosci. 19, 1690 (2016).
${ }^{24}$ M. Okun and I. Lampl, Nat. Neurosci. 11, 535 (2008).
${ }^{25}$ J. S. Isaacson and M. Scanziani, Neuron 72, 231 (2011).
${ }^{26}$ M. Le Van Quyen, L. E. Muller, B. Telenczuk, E. Halgren, S. Cash, N. G. Hatsopoulos, N. Dehghani, and A. Destexhe, Proc. Natl. Acad. Sci. 113, 9363 (2016).
${ }^{27}$ A. Renart, J. de la Rocha, P. Bartho, L. Hollender, N. Parga, A. Reyes, and K. D. Harris, Science 327, 587 (2010).
${ }^{28}$ A. Litwin-Kumar and B. Doiron, Nat. Neurosci. 15, 1498 (2012).
${ }^{29}$ E. Ullner, A. Politi, and A. Torcini, Phys. Rev. Res. 2, 023103 (2020).
${ }^{30} \mathrm{H} . \mathrm{Bi}, \mathrm{M}$. Di Volo, and A. Torcini, Front. Syst. Neurosci. 15, 752261 (2021).
${ }^{31}$ M. Monteforte and F. Wolf, Phys. Rev. Lett. 105, 268104 (2010).
${ }^{32}$ N. Brunel, J. Comput. Neurosci. 8, 183 (2000).
${ }^{33}$ S. Ostojic, Nat. Neurosci. 17, 594 (2014).
${ }^{34}$ E. Ullner, A. Politi, and A. Torcini, Chaos 28, 081106 (2018).
${ }^{35}$ N. Brunel and V. Hakim, Neural Comput. 11, 1621 (1999).
${ }^{36}$ H. Bi, M. Segneri, M. di Volo, and A. Torcini, Phys. Rev. Res. 2, 013042 (2020).
${ }^{37}$ G. B. Ermentrout and N. Kopell, SIAM J. Appl. Math. 46, 233 (1986).
${ }^{38}$ D. S. Goldobin and A. V. Dolmatova, Phys. Rev. Res. 1, 033139 (2019).
${ }^{39}$ In this paper, we have cosidered adimensional units. However, a comparison with experimental measurements can be performed at least in the time domain (e.g., for the firing rates and the frequncies of the colletive oscillations) by assuming as a time scale a membrane time constant $\tau_{m} \simeq 10-15 \mathrm{~ms}$.
${ }^{40}$ F. Devalle, A. Roxin, and E. Montbrió, PLoS Comput. Biol. 13, el 005881 (2017).
${ }^{41}$ D. Golomb, Scholarpedia 2, 1347 (2007).
${ }^{42}$ J. A. Acebrón, L. L. Bonilla, C. J. Pérez Vicente, F. Ritort, and R. Spigler, Rev. Mod. Phys. 77, 137 (2005).
${ }^{43}$ From Eqs. (31) and (32), one will be able to calculate $z_{1}^{(0)}$ $=\frac{2 \pi+g_{0} \sqrt{K}-\sqrt{g_{0}^{2} K+\Gamma^{2}+4 \pi^{2} i_{0} \sqrt{K}}-i \Gamma}{2 \pi-g_{0} \sqrt{K}+\sqrt{g_{0}^{2} K+\Gamma^{2}+4 \pi^{2} i_{0} \sqrt{K}}+i \Gamma}$.
${ }^{44}$ D. Angulo-Garcia, S. Luccioli, S. Olmi, and A. Torcini, New J. Phys. 19, 053011 (2017).
${ }^{45}$ H. C. Tuckwell, Introduction to Theoretical Neurobiology. Vol. 1, Linear Cable Theory and Dendritic Structure (Cambridge University Press, 1988).
${ }^{46}$ M. P. Nawrot, in Analysis of Parallel Spike Trains (Springer, 2010), pp. 37-58.
${ }^{47}$ H. Daido, Prog. Theor. Phys. 88, 1213 (1992).
${ }^{48}$ R. E. Mirollo, Chaos 22, 043118 (2012).
${ }^{49}$ N. Brunel and X.-J. Wang, J. Neurophysiol. 90, 415 (2003).
${ }^{50}$ B. Lindner, A. Longtin, and A. Bulsara, Neural Comput. 15, 1761 (2003).
${ }^{51}$ In the majority of programming languages and packages for analytical calculations, complex-valued functions $f(z)$ are defined with $\arg (z) \in(-\pi ; \pi]$, while in our case, one must consider the Bessel functions $\mathrm{I}_{ \pm 1 / 3}(z)$ for $\arg (z) \in[0 ; \pi)$. Thus, blind calculations of expression for $A_{g}<0$ by employing a standard software to perform analytic calculations almost certainly will yield incorrect results for $A_{g}>0$, while correct explicit calculations for $\left(-A_{g}\right)=A_{g} e^{i \pi}$ yield the equation in the second line of (42). One also should bear in mind that $\mathrm{I}_{ \pm 1 / 3}(z)$ is a three-sheet analytic function, while $\mathrm{I}_{ \pm 1 / 3}\left(x^{3 / 2}\right)$ is a two-sheet one.
${ }^{52}$ A. Lerchner, C. Ursta, J. Hertz, M. Ahmadi, P. Ruffiot, and S. Enemark, Neural Comput. 18, 634 (2006).
${ }^{53}$ K. A. Takeuchi and H. Chaté, J. Phys. A: Math. Theor. 46, 254007 (2013).
${ }^{54}$ A. Politi, A. Torcini, and S. Lepri, J. Phys. IV 8(Pr6), Pr6-263 (1998).
${ }^{55}$ F. Ginelli, P. Poggi, A. Turchi, H. Chaté, R. Livi, and A. Politi, Phys. Rev. Lett. 99, 130601 (2007).
${ }^{56}$ I. D. Landau, R. Egger, V. J. Dercksen, M. Oberlaender, and H. Sompolinsky, Neuron 92, 1106 (2016).
${ }^{57}$ R. Pyle and R. Rosenbaum, Phys. Rev. E 93, 040302 (2016).
${ }^{58}$ S. Luccioli and A. Politi, Phys. Rev. Lett. 105, 158104 (2010).
${ }^{59}$ S. Olmi, R. Livi, A. Politi, and A. Torcini, Phys. Rev. E 81, 046119 (2010).
${ }^{60}$ S. Olmi, A. Politi, and A. Torcini, Europhys. Lett. 92, 60007 (2011).
${ }^{61}$ R. Srinivasan, W. R. Winter, J. Ding, and P. L. Nunez, J. Neurosci. Methods 166, 41 (2007).
${ }^{62}$ M. Volgushev, S. Chauvette, and I. Timofeev, Prog. Brain Res. 193, 181 (2011).
${ }^{63}$ M. Okun, P. Yger, S. L. Marguet, F. Gerard-Mercier, A. Benucci, S. Katzner, L. Busse, M. Carandini, and K. D. Harris, J. Neurosci. 32, 17108 (2012).
${ }^{64}$ M. Mattia and P. Del Giudice, Phys. Rev. E 66, 051917 (2002).
${ }^{65}$ M. J. Richardson and R. Swarbrick, Phys. Rev. Lett. 105, 178102 (2010).
${ }^{66}$ S. Olmi, D. Angulo-Garcia, A. Imparato, and A. Torcini, Sci. Rep. 7, 1577 (2017).
${ }^{67}$ One should check two properties here. First, for $z=\rho e^{i \varphi}$, one finds $\mathrm{J}_{1 / l}\left(\rho e^{i \varphi}\right)$ $\pm \mathrm{J}_{-1 / l}\left(\rho e^{i \varphi}\right)=e^{i \varphi / l} \sum_{m=0}^{\infty} C_{1 / l, m} \rho^{2 m+1 / l} e^{i 2 m \varphi} \pm e^{-i \varphi / l} \sum_{m=0}^{\infty} C_{-1 / l, m} \rho^{2 m-1 / l} e^{i 2 m \varphi}$. If $\varphi=n \pi$ with integer $n$, then $e^{2 m \varphi}=1$ and the sums yield the Bessel functions of the first kind with a series of zeros; if $\varphi=(n+1 / 2) \pi$, then $e^{2 m \varphi}=(-1)^{m}$ and the sums yield the Bessel functions of the second kind with no zeros; for any other value of $\varphi$, the sums yield a complex-valued function of real-valued $\rho$ and generally will have no zeros. However, for $\varphi=n \pi, \mathrm{~J}_{1 / l}(z) \pm \mathrm{J}_{-1 / l}(z)=e^{i \varphi / l} \mathrm{~J}_{1 / l}(\rho)$ $\pm e^{-i \varphi / l} \mathrm{~J}_{-1 / l}(\rho)$, and these two terms can sum up to zero only if $\varphi / l-(-\varphi / l)$ $=j \pi$ with integer $j$. Note, while for integer $\alpha$, function $\mathrm{J}_{-\alpha}(\rho)=(-1)^{\alpha} \mathrm{J}_{\alpha}(\rho)$, for noninteger $\alpha$ (in our case, $\alpha=1 / 3$ ), functions $\mathrm{J}_{-\alpha}(\rho)$ and $\mathrm{J}_{\alpha}(\rho)$ are independent and the degenerate case of coinciding zeros of $\mathrm{J}_{\alpha}\left(\rho_{*}\right)=0$ and $\mathrm{J}_{-\alpha}\left(\rho_{*}\right)=0$ is not possible. Combining conditions $\varphi=j l \pi / 2$ and $\varphi=n \pi$, for odd $l$, we find that the function of our interest can have zeros only for $\varphi=\ln \pi=3 \pi n$. Second, the crossings of the abscissa axis by the function $\mathrm{J}_{1 / 3}\left(x^{3 / 2}\right) \pm \mathrm{J}_{-1 / 3}\left(x^{3 / 2}\right)$ are all transversal; i.e., the function possesses only first order zeros.

